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ABSTRACT

This study extends the existing research on the use of financial statement
variables to predict one-year-ahead earnings changes. It also provides additional
evidence on the extent to which this information is fully reflected in stock prices. A
structured approach to the financial statement variables was undertaken in an attempt
to examine the relationships between the measures of firm performance identified by
traditional financial statement analysis and one-year-ahead earnings changes. The study
finds that most profitability measures are negatively related to one-year-ahead earnings
changes. Several other variables were also found to be systematically related to one-
year-ahead earnings changes. For example, changes in dividends per share were found
to be negatively related to one-year-ahead earnings changes.

A principal component analysis was conducted on 6! financial statement
variables in an attempt to describe the dimensionality of the variables and facilitate the
development of parsimonious earnings prediction models. This study finds that the 61
variables embody a much richer array of information than suggested by previous
research. The variabies could not be described by a small number of principal
components.  Consequently, using principal component analysis to develop

parsimonious earnings prediction models was impaired.

xiii
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The effect on the predictive ability of different earnings prediction model
specifications was assessed by examining 36 different models which were estimated
over two non-overlapping periods. The predictive ability tests led to four main
findings. First, models using a dichotomous earnings change variable as the dependent
variable performed as well as models using a trichotomous earnings change variable.
Second, models with a one-year drift term achieved greater predictive ability than
similar models using a four-year drift term. Third, models with the strongest fit in the
estimation period did not necessarily dominate in the predictive ability tests. Fourth.
the accuracy of the predictions of many of the models in this study was greater than the
results obtained in the Ou and Penman [1989a] study.

This study also provides additional evidence on the extent to which the
information regarding one-year-ahead earnings contained in current financial statements
is fully reflected in stock prices. It was found that a simulated trading strategy did not
perform well in the period subsequent to 1983. Thus, the Ou and Penman [1989a]
results are not as robust as initially believed. Evidence is also provided that the trading
strategy generates abnormal returns in periods extending beyond 36 months. This
provides further suppoit that the probabilistic measure of one-year-ahead earnings
changes (Pr) is proxying for differences in expected returns rather than exploiting the
underutilized information contained in financial statements.

Lastly, three stratifications of the sample firms were conducted to determine
whether the effectiveness of the trading strategy could be increased. It was found that

stratifying firms on the basis of predisclosure earnings information (proxied for by the

Xiv
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market value of equity) and taking portfolio positions based on industry-specific models
did not increase the performance of the trading strategy on a consistent basis. Although
limiting trading strategy positions to stocks that experienced an extreme change in -
current earnings did increase the effectiveness of the strategy, it is likely it did so by

further sorting firms according to determinants of expected returns.

XV
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CHAPTER 1

INTRODUCTION

Research by Ou and Penman [1989a] has documented that financial statements
contain a wide array of variables that are useful in predicting one-year-ahead earnings
changes. Using multivariate logit models, they derived a summary measure (denoted
Pr) that is an indicator of the direction of future earnings and "has the character of a
‘future earning power’ attribute referred to by traditional fundamental analysts" (Ou and
Penman [1989a, p. 299]). In addition to the development of an earnings prediction
model, they find that the information contained in Pr is not fully reflected in stock
prices. Trading strategies based on Pr were shown to earn abnormal returns over the
36-month period following implementation of the strategy. This evidence is
inconsistent with the notion that the stock market is efficient with respect to all publicly
available information. Ou and Penman [1989a, p. 327] conclude that Pr "captures
equity values that are not reflected in stock prices.” Bernard [1989, p. 90] has
interpreted the results as evidence that "fundamental analysis works."

A contrasting view is that Ou and Penman have merely developed a trading
strategy and little, if any, knowledge of financial statement analysis has been
documented. Consistent with this is the viewpoint that Pr is simply a summary

indicator of future earnings changes. Thus, it provides little insight on the relationships
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between specific operating characteristics, or measures of firm performance, and future
earnings generating ability. The motivation for this study is to provide such insights
by using a more structured approach to the financial siatement information. It is hoped
that this will help document empirical regularities that facilitate the prediction of
earnings changes. Bernard [1989, p. 91] believes that such efforts "could ultimately
establish a set of ‘building blocks’ of financial statement analysis that could be useful
for students, analysts, and auditors."

It can be said that Ou and Penman used a mechanical approach when conducting
their financial statement analysis.' Pooled cross-sectional and time-series data was
used to estimate two earnings prediction models over non-overlapping periods (1965 -
1972 and 1973 - 1977). When estimating these models, Ou and Penman were not
concerned about what specific signals regarding future earnings are embedded in the
financial statements. In fact, Ou and Penman [1989a, p.300] conjecture that their
results could have been improved had they "thought a little” about the selection of the
financial statement variables. Unfortunately, their approach impairs the interpretability
of the prediction models and reduces the insights gained from their analysis. Indeed,
Larcker [1989, p. 148] states that the models are "essentially a black box" and that "in
the present state of development, it is difficult to understand the economic meaning of
the composite variable that is simply referred to as the Pr index.”

Several features of the Ou and Penman models lead to this "black box"

characterization and provide the motivation for the methodology used in this study. For

!See Chapter 2 for a discussion of the specific procedures used by Ou and Penman.
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example, the two models contain 16 and 18 Variables, respectively, but have substantive
differences as only six variables are common to both. Ou and Penman [1989a, p. 306]
reconcile such differences by stating "that many of the descriptors capture similar
operating characteristics.” However, this assertion is potentially troublesome since
some operating characteristics are not represented in both models. For example, three
liquidity ratios are contained in one model whereas none is contained in the other.
Thus, the implications of changes in liquidiiy on future earnings cannot be ascertained
from this result.

Although certain operating characteristics are excluded from the models, other
characteristics are over-represented.  Unfortunately, the use of similar, highly
correlated independent variables not only provides redundant information but also
impairs the interpretability of the models. For example, seven of the independent
variables can be regarded as return on investment (ROI) ratios. Previous research has
concluded that one ratio from the ROI category could convey most of the information
contained in all seven ratios.> The inclusion of similar ratios in the models leads to
multicollinearity which results in unstable and often misleading coefficient estimates.
This appears to have had an effect on the Ou and Penman models. Of the seven
variables in the ROI category, three have positive coefficients, three have negative

coefficients, and one changes signs between the two estimation periods.> Needless to

*See Chapter 2 for a review of the research assessing the empirical similarities
among financial ratios.

*0Ou and Penman may attribute this result to the stepwise procedures which they
state impair the ability to interpret the signs of the estimated coefficients.
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say, it is difficult to draw any conclusions about the relationship between ROI ratios
and future earnings generating ability from this result.

Additionally, some findings that appear to have implications for financial
statement analysis were not discussed by Ou and Penman. For example, changes in
dividends per share were found to be negatively related to earnings changes in the
subsequent year. This result is counter to the "dividend information hypothesis™ which
suggests that dividends convey managers’ private information about future earnings.*
The dividend information hypothesis suggests that dividend increases (decreases) can
be interpreted as a signal that management anticipates higher (lower) future earnings.
This implies a positive relationship between dividend changes and subsequent earnings
changes. The Ou and Penman finding, although counter to the result suggested by the
dividend information hypothesis, could be useful in establishing an empirical regularity
between dividend changes and future earnings changes. In contrast to Ou and Penman,
who did not discuss the relationships between financial statement variables and future
earnings changes, this study will explicitly consider these relationships in an attempt to

identify empirical regularities.

*This idea has been formalized in the dividend signalling models of Bhattacharva
[1979], John and Williams [1985], and Miller and Rock [1985]. Early empirical studies
(see Watts [1973) and Gonedes [1978]) did not support the dividend information
hypothesis. However, recent research by Healy and Palepu [1988] indicates that firms
initiating dividends have positive subsequent earnings changes while those omitting
dividend payments have negative subsequent earnings changes.
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Purpose and Contribution of the Study

One purpose of this study is to provide insight on the conflicting viewpoints
regarding the Ou and Penman findings. Specifically, the study will examine the
relationships between the measures of firm performance identified by traditional
financial statement analysis (as embodied by the 68 variables used by Ou and Penman)
and future earnings changes in an attempt to document empirical regularities. As noted
previously, the relationships between the measures of firm performance and future
earnings changes are obscured in the Ou and Penman study by the use of pooled cross-
sectional and time-series data in the estimation of model parameters. This limitation
will be overcome by estimating univariate logit models on an annual basis. The
objective of the yearly analysis is to document which variables, hence which measures
of firm performance, provide consistent signals regarding future earnings changes.

From a practical standpoint such knowledge may prove beneficial to the process
of financial statement analysis. For example, changes in firm liquidity may not provide
any information about future earnings. Therefore, an analyst would not need to
examine such changes when attempting to forecast earnings changes. Conversely.
changes in asset turnover ratios may be consistently related to future earnings
generating ability and changes in these ratios may provide useful information for the
analyst. Additionally, these empirical insights may prove useful in the development of

theories relating the measures of firm performance and future earnings changes.
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In addition to categorizing the 68 \}ariables according to traditional financial
statement analysis, a principal component analysis will be conducted to determine an
empirical classification scheme. If the 68 variables are highly interrelated the benefits
of the principal component analysis will be twofold. First, it will allow the variables
to be grouped empirically according to the measures of firm performance. This will
provide additional evidence on the relationships between the measures of firm
performance and future earnings changes. Second, it will facilitate the development of
parsimonious earnings prediction models. This will be accomplished by selecting one
variable to represent each unique aspect of firm performance. By design, the selected
variables will exhibit very low correlations between one another so that parsimonious
prediction models can be developed. The models will also be interpretable because the
problem of multicollinearity arising from the use of redundant variables will be
avoided. Thus, the marginal contribution of each variable toward the prediction of
earnings changes can be assessed.

Although the principal component analysis may facilitate the development of
parsimonious prediction models, it is desirable to compare the predictive ability of these
models to models developed on a purely statistical basis (e.g., through stepwise
procedures). Such comparisons are necessitated because the use of principal component
analysis to guide variable selection will result in a loss of information contained in the

original 68 variables.® Comparing the predictive ability of the parsimonious models

*The objective of the principal component analysis is to select a subset of variables
without losing a significant amount of information contained in the original 68
variables. However, it is possible that the selected variables will under-represent some
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to "benchmark” statistical models will also give some insight on the amount of
information that was lost in the variable selection process. Three benchmark models
will be used in this study: the two Ou and Penman models and a model estimated using
stepwise procedures.

In addition to the documentation of empirical regularities, this study will make
several contributions to the accounting literature. First, this study will examine whether
the specification of the earnings prediction model affects predictive ability. Three
different specifications will be used: (1) a multivariate logit model with a binary
dependent variable, (2) a multivariate logit model with a trichotomized dependent
variable, and (3) a multivariate ordinary least squares regression model with the
standardized change in one-year-ahead earnings as the dependent variable. The first
specification is that used by Ou and Penman. The motivation for the latter two
specifications is to utilize the information in the dependent variable more fully in the
estimation of model parameters.

Second, this study will determine whether earnings prediction models that are
similar to those used by Ou and Penman can earn abnormal returns using a simulated
trading strategy. If the models used in this study achieve predictive ability results
comparable to the Ou and Penman models, it appears reasonable to expect that these
models will generate comparable abnormal returns too. If abnormal returns can be

earned, then additional evidence of market underreaction to financial statement

of the dimensions of firm performance and that a significant amount of information may
be lost.
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information will be provided. Conversely, if the models cannot be used to produce
abnormal returns, the following question remains unanswered: What information about
future earnings, that is not reflected in stock prices, are the Ou and Penman models
capturing?

Third, insight on the conflict as to how long the abnormal returns persist will
be provided. Although Ou and Penman found that abnormal returns could be generated
for a 36-month period, Stober [1990] decumented abnormal returns over a 60-month
period.® Additional evidence on this conflict is important to the interpretation of the
abnormal returns generated by the trading strategy. Although Pr is a probabilistic
measure of one-year-ahead earnings changes, Ou and Penman [1989b}] found that Pr has
some ability to classify correctly earnings changes three years ahead. This is consistent
with abnormal returns persisting for 36 months. In contrast, the documentation of
abnormal returns over a 60-month period would suggest that Pr may be systematically
related to some asset pricing misspecification problem.

Fourth, an attempt to detect greater discrepancies between fundamental values
and stock prices will be undertaken by using information in addition to Pr to stratify
sample firms. This will be accomplished by stratifying sample firms on the basis of
one additional information variable. Three different stratifications will be conducted

based on the following variables: (1) the amount of predisclosure information, as

SStober [1990] used the same models as Ou and Penman and examined abnormal
returns over the same time period.
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proxied for by the market value of equity, (2) the magnitude of the change in current

earnings, and (3) the basis of industry membership.

Lastly, the time period covered by the trading strategy will extend six years
beyond that examined by Ou and Penman. This study will use returns through 1992
whereas Ou and Penman used returns through 1986. This will provide evidence on
whether the profitability of the trading strategy is unique to the time period studied by
Ou and Penman.

It is important to note that several studies extending Ou and Penman [1989a]
have been published since this study was initially proposed. Although their focus is
primarily on the trading strategy aspect of Ou and Penman, they have, nonetheless, had
an impact on the incremental contribution of this study. These studies are reviewed in
Chapier 4 and their impact on the contribution of this study is assessed (see pages 110 -
120). Additionally, Chapter 5 provides a summary of the incremental contribution of

this study in light of these other studies (see pages 138 and 139).

Organization of the Study

The remainder of this study is organized as follows. Chapter 2 is a review of
the accounting literature which provides the background for this study. Chapter 3
provides a description of the data sources and the methodologies used in conducting the
empirical analyses. Chapter 4 presents the results of the empirical analyses. Lastly,
Chapter S contains a summary of the results, provides an assessment of the contribution

of the study, and makes some suggestions for future research.
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CHAPTER 2

LITERATURE REVIEW

Four aspects of the accounting literature which provide the background for this
study are reviewed in this chapter. The four aspects are: (1) studies on the role of
accounting information in security valuation, (2) studies on the prediction of annual
accounting earnings based on different information sets, (3) studies on the incremental
information content of nonearnings accounting numbers, and (4) studies on the

empirical similarities among financial ratios.

The Role of Accounting Information in Security Valuation

The role of accounting information, particularly earnings, in security valuation
has been a widely researched topic since the seminal papers of Ball and Brown [1968]
and Beaver [1968]. One criticism of such efforts, however, is that the empirical
hypotheses tested have not been based on formal security valuation models linking
accounting variables to security prices [Ohlson, 1990]. More recent research has
overcome this objection by discussing a valuation model prior to the empirical

analyses.” Unfortunately, there is little consistency among these studies with regard

"For example, Beaver, Lambert and Morse [1980], Beaver, Lambert and Ryan
[1987], Collins and Kothari [1989), Easton [1985], Easton and Zmijewski [1989],
Hopwood and Schaefer [1988], and Kormendi and Lipe [1986].

10
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to the valued attribute of common stock ownership. The studies have used either cash
flows, earnings, or dividends as the valued attribute of stock ownership.

Recently, Ohlson [1990] has demonstrated that only expected future dividends
can serve as the valued attribute of a security. This finding is consistent with the
informational perspective on accounting data. Under this perspective, the role of
accounting data in security valuation is to alter investors’ expectations of future
dividends. It is this relationship between accounting data and expectations of a firm’s
future dividend-paying ability that gives accounting information valuation implications.*
The informational perspective on accounting data has been developed within a
framework linking accounting data to security prices.® The framework consists of
three parts: (1) A valuation link between expected future dividends and current security
price. This is established via a dividend discounting valuation model. (2) An
information link between expected future accounting variables and expected future
dividends. This is generally couched in terms of the relationship between expected
earnings and dividends in a particular year via the dividend payout ratio. (3) A

predictive link between all available information about the firm and expected future

’It is often suggested that accounting variables have valuation implications through
their ability to predict the systematic risk (beta) of a security (see Foster [1986] for a
review of this literature). As in Ou and Penman [1989a] this study will seek to identify
variables related to future earnings and hence the future dividend-paying ability of the
firm.

*This conceptual framework is presented formally in Ohlson [1979] and Garman
and Ohlson [1980] and is discussed in a less formal setting by Beaver [1989].
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accounting variables. As in the information link, future accounting earnings are
generally the accounting variable of interest.

The importance of future accounting earnings in this framework stems from its
ability to alter expectations of the future dividend-paying ability of the firm. This view
is held in fundamental security analysis as well. For example, Graham and Dodd’s
Security Analysis states:

Future earnings, however, are generally perceived as the long-term

determinant of a company’s ability to pay future dividends. This link

between earnings and dividends allows a view of value as a function of

future earning power (Cottle, Murray and Block [1988, p. 557]).

The importance of earnings in assessing the dividend-paying ability of the firm is also
reflected by the Financial Accounting Standards Board (FASB) in its Statement of
Financial Accounting Concepts No. | {1978], which states:

Financial reporting should provide information that is useful to present

and potential investors and creditors and other users in assessing the

amounts, timing, and uncertainty of prospective cash receipts...Since

investors’ and creditors’ cash flows are related to enterprise cash flows,
financial reporting should provide information to help investors,
creditors, and others assess the amounts, timing, and uncertainty of

prospective net cash inflows to the related enterprise (page viii).

Although investors’ cash flows (i.e., dividends) are related to the firm’s cash flows, the
FASB suggests that earnings provide a better indicator of this future dividend-paying
ability than cash flows:

Information about enterprise earnings based on accrual accounting

generally provides a better indication of enterprise’s present and

continuing ability to generate cash flows than information limited to the
financial aspects of cash receipts and payments (page ix).
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Consistent with this discussion, the informational perspective on earnings will be used

in this study.

The Prediction of Annual Accounting Earnings

The prediction of accounting earnings is the third link in the informational
perspective on accounting. As future earnings are perceived to be a measure of a
firm’s future dividend-paying ability, a substantial amount of research has focused on
the prediction of accounting earnings. The studies discussed in this section are limited
to those making one-year-ahead predictions of annual earnings and are divided into two
groups: (1) those based on time-series modeling of annual earnings, and (2) those

based on an information set broader than current and past earnings.'®

Predictions Based on Past Earnings

The time-series properties of annual accounting earnings have been studied
extensively during the past two decades. Early studies concentrated on drawing
inferences based on cross-sectional means and/or medians. These studies focused on
growth in earnings per share (EPS) and generally concluded that past growth rates in
EPS are not useful in predicting future growth rates in EPS (e.g., Little [1962] and
Brealey [1969]).

Ball and Watts [1972] were among the first to examine the time-series properties

of earnings. They concluded that annual EPS changes can be characterized as a

For a thorough discussion of the accounting earnings prediction literature (both
annual and quarterly earnings) see Brown [1993].
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submartingale or a random walk with drift."! However, Brooks and Buckmaster
[1976, 1980] argued that the submartingale may be an appropriate characterization for
the average firm, but the use of mean/median statistics may mask the processes for
certain subsets of these firms. By stratifying the sample of firms based on the
magnitude of earnings change in the prior year, Brooks and Buckmaster identified that
extreme changes in earnings seemed to signify the starting of a mean-reverting process
that lasts for several periods before reverting to a submartingale.

The time-series properties of deflated earnings (i.e., earnings divided by net
worth) have also been examined in a cross-sectional context. Both Beaver [1970] and
Lookabill [1976] found that the deflated earnings series can be characterized as a
moving-average process in which mean reversion takes several years to.complete.

The studies employing mean/median statistics in a cross-sectional context
identified the time-series process generating earnings for an "average” firm. Thus. the
potential exists that a specific firm’s earnings process may differ from a submartingale.
This led researchers to use univariate Box-Jenkins techniques to analyze the time-series
behavior of earnings for individual firms.'> Both Watts and Leftwich [1977] and

Albrecht, Lookabill and McKeown [1977] compared the predictive accuracy of the

""The terms "submartingale” and "random walk with drift" as well as "martingale”
and "random walk" will be used interchangeably in this discussion. The random walk
and random walk with drift models are considered martingales and submartingales
processes, respectively, with the additional assumption that the error terms are
independent and identically distributed. See Lorek, Kee and Vass [1981] for a further
discussion of these processes.

“See Box and Jenkins [1976] for a detailed description of univariate Box-Jenkins
forecasting techniques.
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firm-specific Box-Jenkins models, the random walk model and the random walk with
drift model. No significant differences between the predictive accuracy of the firm-
specific Box-Jenkins models and the random walk with drift model were found when
using nondeflated earnings. Additionally, firm-specific models estimated on deflated
earnings were unable to outpredict the random walk model.

The results of these studies have been taken as evidence that firm-specific Box-
Jenkins models cannot outpredict the random walk models. However, as noted by
Lorek, Kee and Vass [1981], this inability may be due to the methodological problems
encountered when using Box-Jenkins models on annual earnings data.'* Thus, the
findings of these stuuies should not be construed as strong evidence supportive of the
"random walk hypothesis.” Nonetheless, by the end of the 1970s it was believed that
annual earnings follow a random.walk with drift for the majority of firms (i.e., except
for those firms experiencing an extreme change in earnings). In contrast, recent
research has found that the random walk with drift model is not descriptive of the
annual earnings series of many firms. Specifically, Kendall and Zarowin [1990]. and
Ramakrishnan and Thomas [1993] show that, for many firms, annual earnings are best
described as a first-order autoregressive process on earnings levels. Additionally,

Ramakrishnan and Thomas [1993] show that the autoregressive behavior has increased

“The methodological problems arise from the numbe: of observations used to
estimate the firm-specific Box-Jenkins models. It is likely that the stationarity
assumption is violated when a sufficient number of observations (50 or more) are used.
In contrast, the stationarity assumption may be met when using a smaller number of
observations; however, the resulting parameter estimates are subject to a high degree
of sampling error. Either of these problems may reduce the predictive accuracy of the
firm-specific Box-Jenkins models.
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over time. They attribute the change in the process underlying annual earnings (i.e.,
from a random walk with drift model to a first-order autoregressive model) to the

decrease in earnings persistence.'*

Predictions Based on Expanded Information Sets

When discussing the prediction of annual earnings, the specification of the
information set is crucial. Although past earnings may not aid in the prediction of
future earnings, once the conditioning information set is expanded beyond the earnings
history of a firm, the prediction of future earnings may be facilitated. That is, when
expectations are conditioned upon data other than prior earnings, expected earnings may
differ from that derived from a random walk with drift model or a first-order
autoregressive model. Two aspects of this literature are relevant to this study. The
first examines the ~rediction of annual earnings by expanding the information set to
include additional accounting variabies beyond current and past earnings. The second
examines the prediction of annual earnings based on all available information or a

"global" information set.'

“Thomas [1993] offers two possible explanations for the decrease in earnings
persistence. First, many firms now produce products with shorter life cycles. Thus,
a new product innovation will only generate earnings for a short period of time.
Second, accounting rules have changed in ways that reduce the persistence of reported
earnings (e.g., marking assets and liabilities to market).

5This literature is also discussed in Brown [1993]; however, much of his discussion
focuses on the prediction of quarterly earnings. In contrast, the literature review
contained in this study is primarily restricted to studies examining the prediction of
annual earnings.
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Freeman, Ohlson and Penman [1982] were the first to examine the predictive
ability of annual nonearnings accounting variables. They found that the direction of
future earnings changes could be predicted weakly by simply expanding the
conditioning information set from current and past earnings to include one additional
accounting variable: the common equity of the firm. Specifically, they hypothesized
that the book rate-of-return (defined as annual earnings divided by common equity at
the beginning of the period) could predict the probability of observing an increase, or
decrease, in the subsequent year’s earnings. They found that a relatively low rate-of-
return implies a higher probability of an earnings increase in the next year, and vice
versa.'®

This result served as the impetus for two more recent studies which assessed the
predictive ability of additional nonearnings accounting variables. Both Ou and Penman
[1989a] and Ou [1990] examined the ability of a wide array of nonearnings financial
variables to predict one-year-ahead earnings changes (minus drift)."”” Sixty-eight and
61 accounting variables were used in the Ou and Penman and Ou studies, respectively.
The majority of the variables were financial ratios and the percentage change in the

ratios from the previous year. Both studies used a similar approach to develop earnings

'%This result was anticipated based on the finding of Beaver [1970] who showed that
the book rate-of-return is mean-reverting. A relatively low rate-of-return suggests that
current earnings contain a negative transitory element and that earnings should increase
in the subsequent period. A relatively high rate-of-return indicates current earnings
contain a positive transitory element and will decrease in the subsequent period.

"The adjustment for the drift is implied in all future references to "earnings
changes.”
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prediction models.’®* Three steps were undertaken to develop the final models: (1)

Simple (i.e., univariate) logit earnings predicticn models were estimated for each of the
accounting variables. That is, each of the sixty-plus variables was the sole explanatory
variable of the sign of one-year-ahead earnings changes. (2) All variables that were
statistically significant at the .10 level from the univariate models were then used
simultaneously in a multivariate logit model. (3) The variables that were significant at
the .10 level in the multivariate model were then examined in a step-wise manner.
Variables that were significant at the .10 level were retained in the final prediction
models. These procedures were followed over two estimation periods in Ou and
Penman and resulted in models with 16 and 18 variables, respectively. Ou’s procedures
resulted in eight variables being included in her final model.

The dependent variable of the multivariate logit models is a probabilistic
measure of one-year-ahead earnings changes and is denoted as Pr. The value of Pr is
interpreted as the probability a firm will experience an earnings increase in year +1
based on the values of the financial statement variables as of year . In contrast, (1-Pr)
denotes the probability of observing either no change in earnings or an earnings
decrease in year +1."° The ability of the models to predict correctly the sign of one-
year-ahead earnings changes was virtually identical across the Ou and Penman and Ou

studies. When all observations were categorized as either an earnings increase or an

'*The procedure described is that followed by Ou and Penman [198%a]. Ou’s
[1990] procedures were basically the first two steps.

¥In all future references to "earnings decreases” it is implied that this term also
includes "no changes” in earnings.
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earnings decrease (i.e., a Pr cutoff of .5) the models were correct 61% of the time.
When vague earnings change predictions were excluded (i.e., observations where Pr
was between .4 and .6) the predictive increased to 67%. These results indicate clearly
that when the information set is expanded to include additional nonearnings accounting
variables that the prediction of annual earnings is facilitated. In other words, based on
this conditioning information set, expected annual earnings are inconsistent with a
random walk with drift.?

The notion that expectations (i.e., predictions) of future earnings should be
based on all available information is consistent with Muth’s [1961] theory of rational
expectations. Two areas of research have examined the predictive ability of forecasts
made on this "global” information set: (1) forecasts made by financial analysts and (2)
forecasts made by security price-based models.

Financial analysts’ forecasts (FAF) of one-year-ahead earnings have been found
to be more accurate than forecasts from univariate time-series models. The superiority
of FAF relative to time-series models has been attributed to a contemporaneous
information advantage and a timing advantage. The contemporaneous information
advantage arises from the ability of financial analysts to incorporate all publicly
available information, in addition to past earnings, into their forecasts. The timing

advantage is due to the use of FAF made subsequent to the announcement of annual

PIf annual earnings follow a random walk with drift, then the probability of
observing an increase (or decrease) in the subsequent years’ earnings, after adjustment
for the drift, is 50 percent. In this situation a random-guess strategy would be used
when predicting earnings changes.
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earnings. Forecasts from time-series models can be made as soon as earnings are
announced. However, FAF made subsequent tc the earnings announcement date allow
financial analysts to incorporate information from the intervening period into their
forecasts.”? Fried and Givoly [1982] found only the contemporaneous information
advantage was significant. In contrast Brown, Griffin, Hagerman and Zmijewski
{1987] found both the timing advantage and the contemporaneous information advantage
to be significant when forecasting quarterly earnings.

In a study similar to Ou and Penman [1989a], Stober [1990] evaluated the
predictive ability of the sign of the change in one-year-ahead financial analysts’
forecasts. Using consensus forecasts made four months after the fiscal year-end, Stober
found correct predictions were made approximately 70% of the time. These results
compare favorably with the results of Ou and Penman [1989a] and Ou [1990]} and
suggest that financial analysts use an information set broader than the financial
statement variables analyzed in the Ou and Penman [1989a] study.

Other studies have attempted to identify the information utilized by analysts to
achieve their forecasting advantage relative to time-series models. For exampie, Kross.
Ro and Schroeder [1990] investigated whether analysts’ forecasting superiority is
associated with certain firm characteristics. They found that the analyst advantage is

positively related to the variability in the firm’s earnings time series and the amount of

'When comparing the predictive ability of FAF and time-series forecasts it is
desirable to minimize the timing advantage by using FAF made as soon after the
earnings announcement as possible. In this situation, the superiority of the FAF can
be better attributed to the contemporaneous information advantage.
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coverage in The Wall Street Journal. In another study, Kim and Schroeder [1990]
found evidence of analysts’ anticipation of discretionary accruals for firms with
earnings-based bonus plans. Brown [1993] concludes that analysts’ forecasting
advantage relative to time-series models is analysts’ ability to distinguish between
permanent, transitory and price-irrelevant earnings shocks.

Beaver, Lambert and Morse [1980] were the first to suggest that security prices
could be used as a surrogate for the "global” information set used to form expectations
of future earnings. If expected future earnings are relevant in equity valuation, then
the theory of rational expectations implies that the price of a firm’s stock should reflect
earnings expectations based on all available information. Therefore, in a rational
security market, stock prices can be viewed as summarizing all relevant information
about future earnings. This suggests that current stock prices reflect information about
future earnings before that information is reflected in current earnings. Consequently,
Beaver, Lambert and Morse [1980] hypothesized that security price-based models can
be used to predict future earnings.” In addition to Beaver, Lambert and Morse

[1980], several other studies have examined this hypothesis (Beaver. Lambert and Ryan

[1987], Collins, Kothari and Rayburn [1987], and Freeman [1987]). The conclusion

ZTo allow prices to have predictive ability, Beaver, Lambert and Morse [1980]
characterized the earnings generating process as a mixture of two processes. The first
process reflects the effects of events on earnings that have an impact on security prices.
This is generally called the permanent component of earnings. The second process
reflects the effects of events on earnings that have no impact on security prices. This
is generally called the temporary or transitory component of earnings. The reported
earnings number is viewed as a "garbling” of these two processes. It is this garbling
process that contributes to reported earnings following a random walk with drift.
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of this research is that price-based models afe more accurate than the random walk with
drift model in predicting one-year-ahead earnings. Additionally, the superiority of the
price-based models has been shown to be positively related to firm size (see Collins,
Kothari and Rayburn [1987] and Freeman [1987]). This result has been viewed as
being consistent with the implications of the differential information hypothesis
developed by Atiase [1980]. However, Brown [1993] states that the random walk
model is a weak benchmark for predicting annual earnings and the performance of the

price-based models should be reexamined against stronger time-series benchmarks.

The Information Content of Nonearnings Accounting Numbers

In the past decade a number of studies have assessed the incremental information
content of various accounting disclosures.” The most widely researched areas have
been the incremental information content of inflation-adjusted data, cash flow and
accrual data, and reserve recognition accounting disclosures in the oil and gas industry.
A review of this literature can be found in Bernard [1989] who summarizes the findings
of this research by stating:

The recurring lesson from this research is that bottom-line historical cost

earnings is not only "hard to beat," but that it is difficult to demonstrate

convincingly that other data convey any information beyond that

reflected in earnings. That is, once one knows the bottom-line historical

cost earnings, it is not clear one can achieve much improvement in the

ability to explain stock returns by using inflation-adjusted earnings, cash

flow data, or disclosures of the present value of oil and gas reserves [p.
92].

*The focus of these studies has been to determine if these disclosures contain
information beyond that contained in the earnings disclosure. Thus, the term
incremental information content is generally used.
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However, it appears that this lack of information content does not apply when
one considers a large number of financial statement variables simulianeously. Ou and
Penman [1989a], Ou [1990] and Hopwood and Schaefer [1988] have all documented
that a wide array of annual nonearnings accounting numbers, do possess incremental
information content.*

As noted in the previous section, Ou and Penman [1989a) and Ou [1990] found
that annual nonearnings accounting numbers are useful in predicting the sign of one-
year-ahead earnings changes. This indicates that nonearnings accounting numbers
contain information about future earnings that is not available from past earnings alone.
Consistent with the notion that stock prices reflect information regarding future
earnings, these studies also examined the extent to which this information is impounded
in security prices. Both Ou and Penman [1989a] and Ou [1990] demonstrate that stock
returns over the annual report dissemination period (defined as the three-month period
subsequent to the fiscal year-end) are consistent with the predictions of one-year-ahead
earnings changes. That is, firms with predicted earnings increases (decreases) generally
had positive (negative) cumulative abnormal returns during this period. Thus, stock
prices behave as if investors revise their expectations of future earnings based on annual
nonearnings accounting numbers.

Although this suggests that the stock market impounds some of the information

in Pr when it is published, Ou and Penman [1989a] show that the market does not fully

*Earlier studies examined the incremental information content of a limited set of
nonearnings variables. Both Gonedes [1974] and O’Connor [1973] concluded that the
nonearnings variables did not possess significant incremental information content.
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impound all of the information about future earnings that is contained in Pr. Ou and
Penman use a trading strategy that involved taking long positions in stocks with Pr
values greater than .6 and offsetting short positions in stocks with Pr values less than
.4. This strategy requires zero net investment and is denoted as the Pr strategy.*
Stocks were held for 24 months and mean return differences to ihe long and short
positions were observed. The Pr strategy resulted in a 24-month return of 14.53%
which was shown to be 55% of the return earned by a trading strategy employing
perfect foreknowledge of year z+1 earnings changes (i.e., the Ball and Brown [1968]
hypothetical strategy).*

It is also interesting to note that the cumulative returns to the perfect foresight
strategy do not increase much beyond month 12, at which time earnings are publicly
known. In contrast, the cumulative returns to the Pr strategy increase through month
36. Ou and Penman [1989a] suggest that Pr may be capturing "value attributes” that
extend for three years and that this delayed response to the disclosure of annual
nonearnings numbers is evidence that fundamental analysis works. Their results may

also be construed as evidence of market inefficiency as the information used to

*In a securities market that is semistrong efficient, stock prices will fully reflect
all publicly available information and trading strategies based on this information set
should not lead to abnormal returns. Therefore, in a semistrong efficient market we
would expect a return of zero to the Pr strategy.

*This return was based on firms with different fiscal year-ends and therefore is not
an implementable strategy. When the sample was restricted to December fiscal year-
end firms (an implementable strategy), the 24-month return was 12.56%. The use of
size-adjusted returns resulted in 24-month returns of 9.08% (all firms) and 7.02%
(December fiscal year-end firms).
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construct Pr is publicly available at the time the trading strategy is implemented.”
Another explanation of their results is that Pr may be distinguishing firms on risk
characteristics so that the "abnormal returns” are nothing more than fair compensation
for bearing risk. However, Ou and Penman conduct several tests that show that Pr is
not proxying for risk, as measured by conventional risk proxies (e.g.. beta).
Nonetheless, there is still the possibility that Pr is proxying for an unidentified risk
factor that is priced by the market.

Hopwood and Schaefer [1988] examined the incremental information content of
earnings and nonearnings-based financial ratios. Previous research has examined the
empirical relationships among financial ratios and has found that financial ratios can be
represented by a seven-factor classification system (see the next section for a discussion
of this literature). Each factor (or ratio category) in this classification system represents
a unique dimension of firm performance that is uncorrelated with the other factors.
Using principal component analysis, Hopwood and Schaefer examined the correlations
between the unexpected component score for each of the seven dimensions of firm
performance and unexpected security returns. Their findings provide additional
evidence that annual ndneamings numbers are used in security valuation as five of the

seven dimensions were correlated significantly with unexpected security returns.

“Some would argue that this apparent underreaction of prices to publicly available
information does not provide evidence of market inefficiency. For example, Ball
[1989] states that many of the stock market anomalies documented over the last decade
can be attributed to data limitations and our "meager understanding” of asset pricing.
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Empirical Similarities Among Financial Ratios

Financial ratios and related financial data have been used extensively to predict
various business events. Researchers have attempted to predict corporate bond ratings
(Horrigan [1966], Pinches and Mingo [1970] and West [1970]), takeover targets
(Belkaoui [1978] and Palepu [1986]), business failure (Altman [1968], Beaver [1966]
and Ohlson [1980]) and one-year-ahead earnings changes (Ou [1990] and Ou and
Penman [1989a]).”* A common feature underlying this research is the lack of a
theoretical basis to facilitate independent variable selection. Subsequently, these studies
have used numerous variables to aid in the prediction of the event under consideration.
Indeed, Chen and Shimerda [1981] document that over 100 financial variables have
been used in various studies to predict business failure.

This situation has made comparisons across studies difficult as the variables
found to be significant predictors of the criterion event have often varied from stwudy
to study. However, it is likely that many of these variables may be proxies for the
same characteristic or dimension of firm performance. In an attempt to address this
issue, several studies have examined the empirical relationships that exist among

financial ratios.” The main purpose of this literature is to provide insight on the

*This listing is not meant to be exhaustive with regard to either the object of
prediction or the studies conducted within a specific area.

A substantial amount of research has examined other aspects of ratios as well.
For example, the cross-sectional distributional properties of financial ratios have been
studied. The general conclusion of this research is that most financial ratios are not
normally distributed (Deakin [1976]). However, Frecka and Hopwood [1983] have
shown that non-normality for most of the ratios is caused by a few outliers and that
normality, or approximate normality, can be achieved for most of the ratios by deleting
the outliers.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



27

extent to which common information is prbvided by various ratios. The rest of this
section summarizes the findings of these studies.

Pinches, Mingo and Carruthers (PMC) [1973] were the first to examine the
empirical relationships that exist among financial ratios. Using factor analysis, PMC
examined 48 ratios from 221 industrial firms for the years 1951, 1957, 1963 and 1969.
Seven factors or classifications of financial ratios occurred in each of the four years
studied and the composition of the financial ratio groups was reasonably stable over the
nineteen-year period. The seven factors obtained by PMC were: return on investment,
capital intensiveness, inventory intensiveness, financial leverage, receivables
intensiveness, short-term liquidity and cash position.

Pinches, Eubank, Mingo and Carruthers (PEMC) [1975] examined the short-
term stability of the seven empirically based financial ratio groups identified in the
PMC [1973] study. Using the same ratios and firms as PMC, PEMC found that the
seven categories were stable over the 1966-1969 time period. PEMC also conducted
a higher-order factor analysis to identify the interrelationships among the seven first-
order classifications. They documented that a hierarchical classification of financial
ratios can be constructed as the seven first-order classifications were found to be related
to three higher-order classifications.

Johnson [1979] extended the two previous studies by including more ratios (61)
and examining the classifications of manufacturers and retailers separately. Using
principal component analysis on data from 1972 and 1974, Johnson identified eight

financial ratio groups: the seven identified by PMC [1973] and a category for
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decomposition measures.* Johnson’s results provide additional evidence on the
existence of the seven groups identified by PMC [1973] and on their short-term
stability. Additionally, the composition of each ratio group and the importance of a
ratio to a particular group were found to be stable across the two industry categories
studied.

Chen and Shimerda [1981] reconciled the ratio categories documented in five
studies that assessed the empirical similarities among financial ratios.>* The authors
found that the diversity of ratio categories identified in these studies was due to
nomenclature and that the seven categories identified by PMC [1973] constitute the
principal dimensions of firm performance. Chen and Shimerda also document that the
34 ratios that have been found to be useful (i.e., statistically significant) in the
prediction of business failure can be grouped into these seven categories. This led
Chen and Shimerda to state that in most cases one ratio from each category could be
selected which would account for the majority of the information provided by all the
ratios in a category. Additionally, the inclusion of more than one ratio from each
category leads to multicollinearity which results in unstable and often misleading
parameter estimates associated with the collinear variables.

Gombola and Ketz [1983] addressed the impact of alternative cash flow

measures on the classification of financial ratios. The studies discussed previously have

®Financial decomposition measures reflect changes in the composition of balance
sheet and income statement items over time. See Theil [1969] and Lev [1973] for a
discussion of the use of decomposition measures in financial analysis.

31'The PMC [1973] and PEMC [1975] studies were included among the five studies.
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generally defined cash flows as net income plus depreciation and amortization. Ratios
involving this measure of cash flow have been grouped under.the return on investment
category. However, this result may be due to the high correlation between the cash
flow measure and net income. By using a more refined definition of cash flow,
Gombola and Ketz found that cash flow ratios form a distinct factor. This finding is
consistent with recent research that has shown that the time-series properties of
quarterly operating cash flows are markedly different from the time-series properties
of quarterly earnings. For example, Lorek, Schaefer and Willinger [1993] found that
the quarterly operating cash flow series can be described by purely seasonal time-series
models. These cash flow models differ from the three "premier” models used to
describe quarterly earnings. Hopwood and McKeown [1992] also found that the time-
series properties of cash flows differ from those of earnings. The other ratios studied
by Gombola and Ketz grouped under the seven categories identified by PMC [1973].

The overall conclusion from this literature is that meaningful, empirically-based
classifications of financial ratios can be identified and that these classifications are
stable over time. To some extent, however, the number of dimensions identified in a
particular study is affected by the particular group of ratios examined. Nonetheless,
the implication of these findings is that researchers using financial ratios in predictive
studies can choose a single ratio from each dimension of financial performance thereby

avoiding the use of redundant ratios.
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CHAPTER 3

DATA SOURCES AND METHODOLOGY

Four separate empirical analyses will be performed in this study. First, the
empirical relationships between the measures of firm performance identified by
traditional financial statement analysis and one-year-ahead earnings changes will be
examined. Second, a principal component analysis will be conducted in an attempt to
reduce the dimensionality of the 68 variables used in the Ou and Penman study (see
Appendix A for a list of these variables). By selecting one variable to represent each
dimension of firm performance, parsimonious earnings prediction models will be
developed. Third, the predictive ability of these models will be examined vis-a-vis
"benchmark” statistical models. Fourth, a simulated trading strategy will be used to
determine whether stock prices fully reflect the information about future earnings that
is contained in the prediction models. Additionally, three alternative trading strategies,
will be developed in an attempt to determine whether the effectiveness of the strategy
can be increased by using information in addition to Pr when constructing the hedge
portfolios.  Specifically, sample firms will be stratified on (1) the amount of
predisclosure earnings information, (2) the magnitude of current earnings change, and

(3) industry membership.

30
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The 68 annual financial statement variables will be obtained from the 1990
COMPUSTAT Annual Primary, Supplementary and Tertiary File and will be merged
with the 1990 COMPUSTAT Research File. This will result in 20 years of annual
financial statement date (1971 through 1990). Monthly security returns will be obtained
from the Monthly Returns Tape of the Center for Research in Security Prices (CRSP)
for NYSE firms and will be calculated from the Daily Returns Tape for AMEX firms.

The sampling filters used in this study will closely parallel those used by Ou and
Penman. Subject to data availability, all industrial firms listed on the NYSE and
AMEX will be included with the exception of utilities (SIC code 49) and banks,
financial, and real estate companies (SIC codes 60-69). Ou and Penman found that
these firms generally do not possess the dimensions of firm performance reflected by
the 68 accounting variables. One difference in this study will be the restriction to
December fiscal year-end firms only. This restriction is imposed so that the simulated
trading strategy will better represent an implementable strategy.*

The remainder of this chapter discusses the motivation for, and the specific

details of, the analyses to be conducted within each of the four areas.

Measures of Firm Performance and One-Year-Ahead Earnings Changes

To provide insight on the relationships between the measures of firm
performance and one-year-ahead earnings changes, the 68 variables were categorized

according to measures of firm performance identified frequently by traditional financial

*2See the section entitled "Simulated Trading Strategy” in this chapter for a further
discussion of the trading strategy to be used in this study.
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statement analysis. This categorization is shown in Appendix B. Seven categories were
used; the first four are consistent with the coverage in most financial statement analysis
textbooks.* The first category contains liquidity measures. These measures reflect
a company’s ability to meet its short-term obligations as they come due. The second
category consists of financial leverage and debt-coverage measures. The financial
leverage ratios show the extent to which nonequity capital is used to finance the assets
of the company. The debt-coverage ratios measure the extent to which a company’s
debt-related fixed charges are exceeded by its earnings. Profitability ratios, the third
category, generally relate the company’s level of profits to various measures such as
sales, assets, and equity. The higher each of these ratios, the more profitable the firm
is in a relative sense. The fourth category contains asset utilization, or intensity, ratios.
These ratios provide insight on how efficiently a company uses its assets. Generally,
these ratios compare sales to various balance sheet accounts. This category has been
further subdivided into four parts: (1) measures of capital intensity, (2) measures of
inventory intensity, (3) measures of accounts receivable intensity, and (4) other
measures of asset intensity.

Categories five through seven were added to reflect the fact that the 68 variables
used by Ou and Penman are much broader than the ratios often discussed in traditional
financial statement analysis texts. That is, the four categories identified in most

financial statement analysis texts do not fully encompass the 68 variables. The fifth

A number of texts were consulted to determine the categories. Although there is
some variation in nomenclature, the categories are generaily consistent among sources.
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category contains discretionary types of expenses such as advertising, research and
development, and capital expenditures.* The sixth category contains growth
measures. These measures reflect the percentage change in balance sheet or income
statement accounts from the previous year to the current year. The last category
contains miscellaneous items that were difficult to classify elsewhere. As such, it
consists of a variety of different variables that may be useful in predicting one-year-
ahead earnings.

Within each of the seven categories, the variables are split between those
representing the level of a given variable versus the percentage change in the level
(e.g., the level of the current ratio in year ¢ versus the percentage change in the current
ratio from year -1 to year £).*

The relationships between the measures of firm performance and future earnings
changes will be examined by estimating univariate logit models yearly from 1975
through 1989.%* The categorization of the 68 variables along the various dimensions
of firm performance will provide a framework for assessing the degree to which a
measure can be used to predict one-year-ahead earnings changes. For instance, it may

be found that an increase in an asset utilization measure (i.e., a "good” signal) in one

*This category is not discussed in most financial statement analysis texts; however,
it is discussed in Bernstein [1990].

*This is the case for all of the categories except categories five and six in which
all variables are measured as the percentage change over the prior year.

*See the section entitled "Multivariate Earnings Prediction Models" in this chapter
for a discussion of the logit model.
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year provides a signal of increased earnings in the subsequent period. This example
is the type of empirical regularity this analysis seeks to identify. However, this will
be done without developing "stories” in an attempt to develop expectations regarding
coefficient signs. Thus, no specific hypothesis relating the measures of firm
performance and one-year-ahead earnings changes will be tested. However, not
conducting tests of any hypotheses or theories does not lessen the contribution of this
analysis. Indeed, Jensen [1982, p. 243] states that some "relations are interesting to
know even though they do not provide tests of any currently known or interesting
theory.” It could also be said that much of the market-based research in accounting and
finance has been concerned with documenting empirical regularities. For example, the
extensive literature on stock market anomalies has outpaced the development of theories
to explain the anomalies. Nonetheless, it is hoped that the results of this analysis may
prove useful in the development of theoretical connections between the measures of firm
performance and future earnings changes.

The yearly logit estimations will also facilitate the assessment of the
intertemporal stability of the relationships between the measures of firm performance
and one-year-ahead earnings changes. A priori, there is no reason to expect the
relationships to vary dramatically over time. It is expected, however, that the
relationships will have consistent signs over time. That is, changes in the measures of
firm performance should provide the same signal regarding future earnings changes.
If the coefficient signs "flip” from year-to-year then a measure does not provide a clear

signal regarding one-year-ahead earnings changes. The occurrence of coefficient sign
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inconsistencies, as well as statistically insignificant coefficients, works against the
notion that useful empirical regularities can be documented.

In the above discussion, the ability to document empirical regularities is based
on the assumption that the relationships between the measures of firm performance and
future earnings changes are constant across time. However, there are two factors that
may work against this assumption. First, Lee and Chen [1990] provide evidence on the
pervasiveness of structural changes that affect the quarterly earnings series of
utilities.” It is likely that structural changes affect all industries, and therefore, the
sample firms in this study will have experienced structural change that will impact their
earnings series too. In turn, it is possible that these structural changes may alter the
relationships between the measures of firm performance and future earnings changes.

Second, it could be argued that changes in measures of firm performance need
not signal the same information regarding future earnings. For example, the
interpretation of an increase in liquidity ratios is contextual, conveying either good or
bad news. In the case where a firm has a low liquidity position, an increase may be
good news as the firm may be in a better position to meet its upcoming cash obligations
and avoid heavy financing charges. In contrast, an increase in an already high liquidity

position may indicate "too much" liquidity in the sense that the firm does not have

*'Lee and Chen [1990] define structural change as nonsystematic exogenous random
shocks (e.g., changes in government regulation, changes in competition, labor strikes,
etc.) that transform the earnings time series of firms. They categorize structural
changes based on the length of time the shock will affect the earnings series. A
temporary structural change affects the earnings series for one period. A short-run
structural change affects several periods but the impact decreases over time. Lastly,
a long-run structural change permanently transforms the earnings series.
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attractive investment opportunities. It is hoped that these two factors will not be

pervasive enough to have a significant impact on the estimated coefficient signs.

Principal Component Analysis

A principal component analysis (PCA) will be conducted on the 68 variables to
determine an empirical classification scheme. The empirical relationships among many
of the 68 variables have not been examined so the number of unique dimensions of firm
performance conveyed by the variables is unknown.®® The empirical classification
scheme may also provide additional insights on the relationships between the measures
of firm performance and one-year-ahead earnings changes.

However, the main objective of the PCA in this study is to facilitate the
development of parsimonious earnings prediction models. PCA is a technique that can
be used to reduce the dimensionality of a data set in which there are a large number of
interrelated variables. This is achieved by finding an orthogonal transformation of the
original variables to a new set of uncorrelated variables, called principal components
(PCs). These PCs are linear combinations of the original variables. If the variables
are interrelated, most of the information contained in the original data can be

represented by several PCs. The PCs can then be used instead of the full data set in

**It is interesting to note that the prior studies examining the empirical relationships
among financial ratios have generally used ratios that map directly into the measures
of firm performance identified by traditional financial statement analysis. As the ratios
in the same category are very closely related (e.g., current ratio and quick ratio) they
are highly correlated. When additional variables have been analyzed they generally
formed a priori groups as well. For example, decomposition measures and cash flow
ratios have been examined and have been found to form two distinct measures of firm
performance.
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subsequent analyses. However, all of the' variables are still needed to calculate the
PCs, since each PC is a linear combination of all the original variables.

Instead of using the PCs themselves, they can be used to facilitate the choice of
a subset of variables that will account for most of the variation in the original data. For
example, if most of the variation in the original data can be explained by five PCs, then
one variable from each PC can be selected that will contain most of the information
contained in that PC.* Thus, the motivation for using PCA is to facilitate the
development of parsimonious earnings prediction models that may include just one
variable representing each underlying dimension of firm performance. Using the PCs
in this manner will reduce the data set to the number of selected variables. This
method will be used in this study.

Before selecting a subset of variables, a decision on how many PCs should be
retained must be made. There are several rules that can be used, all of which are ad
hoc rules-of-thumb. The three most popular rules will be used in this study. In the
first rule, a specified cumulative percentage of the total variation in the original data
that the retained PCs should explain is chosen. Generally, 80 to 90 percent of the
variation in the data should be accounted for by the retained PCs. The second rule is

based on the size of the eigenvalues of the PCs. Kaiser [1960] suggests retaining PCs

*This wili be the case when there are distinct groups of variables that possess high
within group correlations but have very low correlations with variables outside the
group. It is anticipated that many of the 68 variables will form such groups.
Additionally, a variable that is uncorrelated with all the other variables (i.e., provides
unique information) will be represented by its own principal component so that it need
not be deleted in subsequent analyses.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



38

with eigenvalues greater than or equal to one. However, in simulation studies, Jolliffe
[1972] showed that Kaiser’s cutoff often results in discarding too much information and
suggests that a cutoff of .70 is more appropriate. Cattell [1966] proposed the third
method and it involves the use of a "scree” graph. Preparing a scree graph involves
plotting the eigenvalues against the PC number and connecting adjacent points with a
straight line. The number of retained PCs (say k) is thien chosen by finding where the
line is "steep” to the left of k and "not steep” to the right of k.

As these three rules are all arbitrary they can lead to substantial differences in
the number of retained PCs. For instance, dropping the eigenvalue cutoff from one to
.7 may result in a doubling in the number of retained PCs. The same result may occur
when the percentage of variation retained is increased from 80 to 90 percent. Clearly,
there is a tradeoff between retaining enough of the information contained in the original
data and the development of parsimonious prediction models. However, the objective
of this analysis is to develop parsimonious earnings prediction models. Consequently,
all three rules will be used in this study. The extent to which each of the rules results
in a parsimonious set of PCs will then be assessed. Any method that does not result
in a parsimonious set of PCs will be dropped from further analysis.

Once the number of retained PCs has been selected there are two main principal-
component based techniques that can be used to select a subset of variables (see Jolliffe
[1986] for a further discussion). The first technique selects the variable that has the
highest correlation with a given PC, provided it has not already been chosen to

represent a higher variance PC. The second technique involves the discarded, rather
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than the retained, PCs and involves eliminating variables. Specifically, the variable
with the highest correlation with a discarded PC is eliminated from the data set. The
reasoning behind this method is that the discarded PCs do not contain a significant
amount of information. Correspondingly, the variable most highly correlated with these
PCs does not contain much information either. Although these approaches are
somewhat complementary, they may result in the selection of different variables. Thus,
both methods will be used in this study to determine if the subset of variables chosen
is sensitive to the technique used.

The PCA and the subsequent variable selection procedures will be performed
using data from 1980. The selected variables will then serve as the independent

variables in the parsimonious earnings prediction models discussed in the next section.

Multivariate Earnings Prediction Models

Although the PCA may facilitate the development of parsimonious prediction
models, it is possible that these models may exclude a significant amount of information
contained in the original 68 variables. This is likely to occur if the first seven or eight
PCs do not account for most of the variation in the original variables.* To identify
the amount of information lost in the variable selection process, the predictive ability
of the parsimonious models will be compared to that of models developed on a purely

statistical basis (e.g., through stepwise procedures).

“As a general rule, 80 to 90 percent of the variation in the data should be
accounted for by the retained PCs.
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Although parsimonious models may be desirable in a descriptive sense, the
objective is to predict one-year-ahead earnings changes as accurately as possible. From
this perspective, a non-parsimonious model may achieve a greater degree of predictive
ability and would be preferred. Specifically, in addition tc ihe parsimonious models,
three additional models will also be estimated: the two Ou and Penman models and a
model derived using stepwise procedures.*!

For each of these models, the specification of the dependent variable wiil take
three different forms to assess the impact on predictive ability by using the information
in the dependent variable more fully. The first model estimated to construct a
probabilistic measure of one-year-ahead earnings changes will be a multivariate logit
model with a binary dependent variable.* This logit model takes the foilowing form:

Pr, = (1 + exp(-0°X))",
where X, denotes a vector of firm ’s accounting variables in year ¢ (i.e., the
independent variables), and © is a vector of estimated parameters. The estimated
probability of observing an earnings increase in year ¢+1 for firm i is given by Pr,, or
Pr for short. Earnings changes for firm / in year z+1 are defined as the change in
earnings per share before extraordinary items (EPS) minus a drift term.* That s,

AEPS,,, = EPS,,, - EPS, - drift,.

“Recall that the Ou and Penman models were estimated in a sequential manner.
However, they did not use stepwise procedures per se.

“’This model is the same as that used by Ou and Penman [1989a].

“All earnings variables are adjusted for stock dividends and stock splits.
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As annual earnings have been shown to follow a submartingale process, a drift term is
subtracted to reflect earnings changes more accurately.

In the logit model, the null hypothesis is © = 0, which means that the
probability of observing an earnings increase (or decrease) in year z+1 is independent
of the accounting variables in X,. The alternative hypothesis is © = 0, which means
that a firm’s one-year-ahead earnings changes are likely to be predicted given the
accounting variables in X,.

When estimating this model, a binary dependent variable representing earnings
changes in year z+1 will be used. The motivation for the binary specification is that
a continuous dependent variable (e.g., magnitude of earnings change) may contain
outliers which could have a dramatic effect on the estimated model parameters. In turn,
this could impair the predictive ability of the model. However, the binary specification
ignores information which is useful in the estimation of model parameters. In an
attempt to utilize this information, yet avoid the estimation bias caused by outliers, two
additional model specifications will be developed.

First, a multinomial logit model, with a trichotomized dependent variable, will
be estimated. The use of such a model can be motivated by noting that with a binary
specification, small changes in EPS are given as much weight in the estimation of
model parameters as are large EPS changes. However, these small changes may not
provide an equal amount of information regarding the future earnings of the firm. This
view is consistent with the methodology used by Ou and Penman when conducting

predictive ability tests and developing their simulated trading strategy. Pr values

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



42

between .4 and .6 were deleted because they represented "relatively vague predictions”
of future earnings changes.* Analogously, actual small earnings changes represent
"vague” earnings changes and should therefore be treated differently in the estimation
of model parameters. The trichotomization will be accomplished by examining the
cross-sectional distribution of earnings changes to determine what constitutes a "small”
or "large" earnings change. The top and bottom third of the distripution will be
classified as a large increase in EPS and a large decrease in EPS, respectively. The
middle third, which should be made up of both increases and decreases in EPS, will be
classified as a small change in EPS.

The second alternative specification will be an ordinary least squares (OLS)
regression model with the standardized change in earnings as the dependent variable.
EPS changes will be standardized by the standard deviation of the firm’s EPS changes
over the five previous years. This measure is gimilar to that used by Brooks and
Buckmaster [1976, 1980] and is appealing because it captures the extent to which an
earnings change deviates from the firm’s "normal” performance. Additionally, the
standardization should reduce the potential for outliers which can have undue influence
in the estimation of model parameters.

The drift term will be measured two ways for each of the three dependent
variable specifications. First, it will be measured as firm i’s mean change in earnings

per share during the previous four years. Second, the drift term will be firm i’s most

“4Ou and Penman found that Pr predicts the magnitude, as well as the sign, of one-
year-ahead earnings changes. Thus, Pr values between .4 and .6 correspond to "small”
earnings changes in year t+1.
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recent change in earnings. Thus, in total, six different dependent variable specifications
will be used. Each of these will be combined with the different sets of independent
variables.** These models will then be estimated using data pooled over two time

periods: 1975 through 1979 and 1980 through 1984 .4

Predictive Ability Tests

The predictive ability of the different model specifications will be assessed
against a random-guess prediction (as implied by the random walk hypothesis) in a 2x2
contingency table setting. This test is used to assess whether predicted earnings
changes and actual earnings changes are independent. The null hypothesis is that the
two variables are independent; the alternative is that they are not. However, the x*
statistic from this test is nondirectional in that it does not distinguish between "better”
or "worse" than random-guess predictions. Rather, it merely distinguishes differences
from random-guess predictions. Thus, the percentage of correct predictions will also
be presented.

To conduct this test, the output from the earnings prediction models must be
transformed to a dichotomous prediction of either an earnings increase or an earnings
decrease. A number of probability cutoff schemes can be used to achieve this

transformation. With the dichotomous logit specification, the most basic scheme

“*The total number of independent variable sets will depend on the results of the
PCA.

“Earnings data from 1971 through 1975 will be used to estimate the drift term used
in the prediction models and to calculate the standard deviation of firms’ earnings
changes needed for the OLS model.
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classifies predicted earnings increases as cases where Pr is greater than .5 and predicted
earnings decreases are cases where Pr is less than or equal to .5. Using this scheme,
no observations are deleted as all earnings changes are categorized as either increases
or decreases. Additicnal cutoff schemes can be developed that exclude some
observations by focusing on more extreme predicted probabilities. The motivation for
this is to drop vague earnings change predictions from further analysis. An additional
cutoff scheme examined in this study will be to exclude observations where Pr is
between .4 and .6. Thus, predicted earnings increases (decreases) will be cases where
Pr is greater than .6 (less than or equal to .4). This cutoff scheme will facilitate
comparisons to the predictive ability results achieved in the Ou and Penman [1989a]
study.

Similar probability cutoff schemes must be developed for the trichotomous logit
model and the OLS model. It is important to note that the cutoff schemes for these
models were chosen ex post in an attempt to exclude approximately the same number
of observations as excluded by the dichotomous cutoffs. This facilitates comparisons
of the predictive ability of the different model specifications used in this study.
Predictions from the trichotomous logit specification will be the probability that the
earnings change will fall into one of the three categories: large increase, large
decrease, or small change in one-year-ahead earnings. The first trichotomous cutoff
defines predicted earnings increases (decreases) as cases where the predicted probability
of observing a large increase (large decrease) is greater than .33. The second

trichotomous cutoff scheme focuses on more extreme probabilities by defining predicted
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earnings increases (decreases) as cases where the predicted probability exceeds .40.
Although both trichotomous cutoffs excluded some observations, it was found that the
.33 cutoff excluded few firms whereas the .40 cutoff excluded approximately the same
number as the (.4,.6) dichotomous cutoff.

For the OLS model, the predicted earnings change will not be expressed as a
probability. Rather, it is a prediction of the standardized change in one-year-ahead
EPS. For example, a value of 1.5 is a prediction that one-year-ahead earnings will be
1.5 standard deviations above the firm’s normal earnings level. These predictions of
the standardized change in one-year-ahead EPS must be transformed to a dichotomous
prediction of earnings changes. The first OLS cutoff scheme defines earnings increases
(decreases) as predictions where the standardized change in EPS is greater than (less
than or equal to) 0. As with the (.5,.5) dichotomous cutoff, this cutoff scheme does
not exclude any observations. The second cutoff defines earnings increases (decreases)
as predictions where the standardized change in EPS is greater than (less than or equal
to) .5 (-.5).

Predictive ability tests will be conducted over the six years subsequent to model
estimation. That is, the predictive ability of models estimated from 1975 to 1979 will
be assessed from 1980 through 1985. Models with an estimation period of 1980 to

1984 will be tested from 1985 to 1990.
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Simulated Trading Strategy

A simulated trading strategy similar to that used by Ou and Penman will be
implemented to see whether abnormal returns can be generated using the prediction
models developed in this study. Although the predictive ability of all the models will
be evaluated, earnings predictions from only two models will be used to enter into the
trading strategy. The first will be the model exhibiting the highest degree of predictive
ability. The choice of this model is consistent with the informational perspective on
accounting data. Recall that under this perspective the role of accounting data in
security valuation is to alter investors’ expectations of future dividends. The
importance of future accounting earnings in this framework stems from its ability to
alter expectations of the future dividend-paying ability of the firm. Thus, the model
achieving the greatest predictive ability provides the most information regarding future
earnings, and hence the future dividends of the firm.

Although the model achieving the greatest predictive accuracy may provide the
most information regarding future earnings, it does not necessarily follow that this
model will also exhibit the highest association with abnormal security returns during the
simulated trading stmteg& period. This conclusion is based on research that examined
the relationship between various proxies for market expectations of earnings and
abnormal security returns.”’” The focus of these studies was to take a dual approach

when evaluating the market expectation proxies. Specifically, both the predictive ability

“'The proxies for market expectations were generally forecasts from univariate time-
series models and financial analysts’ forecasts.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



47

(i.e., accuracy) and the contemporaneous association with abnormal security returns
were examined. Foster [1977] was the first to use the dual approach to evaluate
earnings forecasts. He found that the quarterly univariate time-series model that
achieved the highest predictive ability was not the most highly correlated with
contemporaneous abnormal security returns. Other studies (e.g., Hughes and Ricks
[1987] and O’Brien [1988]) corroborate Foster’s [1977] findings. In contrast, other
studies have shown that the model with the greatest predictive ability is also most highly
correlated with abnormal security returns (for example, see Fried and Givoly [1982]
and Bathke and Lorek [1984]).

Although the findings of this research have been mixed, we can conclude that
the earnings prediction model achieving the highest degree of predictive ability may not
be the most highly correlated with contemporaneous abnormal returns. Consequently,
as a basis for comparison, the second model used io enter into the trading strategy will
be the parsimonious model developed from the PCA. It is anticipated that the
parsimonious model will not achieve the greatest predictive ability because it is likely
that it will exclude some information contained in the statistical models. However, this
does not imply that the returns to the trading strategy will be diminished from its use.

The trading strategy involves zero net investment (at the portfolio formation
date) as the dollar amount invested in the "long" position equals the dollar amount
received from the "short” position.*® The return to the zero investment (or "hedge")

portfolio is calculated as the difference between the returns to the long and short sides.

“*The trading strategy assumes no transactions costs or margin requirements.
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If the offsetting positions have equal risk, then the expected return to this hedge is zero
and a nonzero expected return is inconsistent with the implications of market efficiency.

Three procedures that parallel Ou and Penman will be followed to implement
the strategy: (1) For each year from 1980 through 1990 stocks will be assigned to
investment positions at the end of the third month following fiscal year-end.*® (2)
Stocks with Pr greater than .6 will be assigned to a long position and stocks with Pr
less than or equal to .4 will be assigned to a short position. (3) Mean return
differences between the long and short positions will be observed at 12-month intervals
over the 60-months subsequent to portfolio formation.

The motivation for calculating returns over a 60-month period is to provide
additional evidence on the conflicting findings of Ou and Penman and Stober [1990].
Ou and Penman found that the positive abnormal returns to the hedge portfolio did not
extend much beyond 36 months. In contrast, Stober, who used the identical Qu and
Penman models, found that abnormal returns were generated for the two-year period
following month 36 (i.e., through month 60). Consequently, portfolio returns will be
evaluated over this longer period when possible.

Ou and Penman calculated portfolio abnormal returns for two different
portfolios: (1) a portfolio consisting of all firms in their sample, regardless of fiscal

year-end, and (2) a portfolio consisting of December fiscal year-end firms. Only the

“*This date is used to initiate investment positions because it is assumed that the
financial statement information needed to compute Pr will be publicly available at this
time. Thus, this date will avoid a look-ahead bias which would occur if portfolio
positions were taken using information that was not yet available to investors.
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latter represents an implementable trading strategy and is appropriate for testing market
efficiency.® To provide further insight on the efficiency of the market with respect
to the annual financial statement data this study will construct portfolios using
December fiscal year-end firms only.

Ou and Penman used two market-adjusted return metrics in their trading
strategy. The first metric is the cumulative average market-adjusted return (CAR).
Abnormal returns to the long and short positions are calculated by averaging monthly
abnormal returns across firms to obtain the mean monthly return on an equally-weighted
portfolio. These average monthly returns are then summed over longer periods of time

(e.g., a year) to produce the CARs. Thus, the calculation of the CAR is as follows:

where a firm’s monthly abnormal security return is defined as the firm’s raw return
minus the corresponding return on an equally-weighted index of NYSE and AMEX
stocks. Thus, AR, is the abnormal return for stock / in month m and CAR,, is the
cumulative abnormal return from the first month (#=1) through month m. N,
represents the number of stocks in the position in month m.

A drawback of the CAR metric is that it implies monthly rebalancing of

portfolios which would give rise to substantial transactions costs. An alternative

*The use of all firms in the trading strategy results in a non-implementable trading
strategy because portfolio positions are entered into at different times in a given year.
Therefore, to form zero investment portfolios, the weights on securities are determined
ex post (Ou and Penman [1989a, p. 310]).
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market-adjusted return metric that does not involve monthly rebalancing is the buy-and-
hold return (BHR). The calculation of BHRs involves compounding an individual
firm’s abnormal return over a given number of months (m), and then averaging over
all securities in the position at month m (N,) to arrive at an equally-weighted mean
return. This calculation can be shown as follows:
1 Np m
BHR_ = N 121 LII1 (1+4R;,,) -1].

Although this metric does not involve monthly rebalancing of portfolios and would
involve lower transactions costs, Ou and Penman were critical of it because it relies on
information that is not available at the time portfolio positions are taken. Specifically,
BHRs at month m will reflect only the returns of stocks that are still trading at month
m. Although, the BHR at month m excludes stocks that are not trading, the decision
to exclude them from the portfolio is made at month £=0, the initiation date. However.
this criticism is usually overcome by assuming that the proceeds of the sale of stocks
that stopped trading are reinvested in a market portfolio or a risk-free security.

Although Ou an Penman used both market-adjusted return metrics in their study.
BHRs were only disclosed in the text. All tables reflected CARs. Additionally, Ou
and Penman’s results were qualitatively similar between metrics.”’ Consequently. to

facilitate comparisons to Ou and Penman, CARs will be used in this study.

*'The two return metrics have led to qualitatively similar results in other studies
too. For example, see Foster, Olsen and Shevlin [1984], and Bernard and Thomas
[1989].
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In addition to CARs, cumulative average size-adjusted returns (SARs) will be
calculated using a size control portfolio approach. The motivation for this metric is to
control for the firm "size effect” which can confound analyses performed using market-
adjusted and market-model returns (see Kothari and Wasley [1989] for a further
discussion).®> Based on the ranking of market value of equity, all NYSE and AMEX
stocks will be assigred to one of ten portfolios (each containing an equal number of
firms).”® The firms involved in the trading strategy will then be assigned to the
appropriate size-based portfolio. Abnormal returns will be calculated as the firm’s raw
return minus the corresponding return on the equally-weighted portfolio return in which
the firm is a member. The computation of SARs is identical to the computation of

CARs except that a size-adjusted measure of abnormal returns is used.

Stratification of Sample Firms

As the simulated trading strategy discussed above is based solely on the
information contained in Pr, it may be possible to increase the effectiveness of the
strategy by using additional information when constructing the hedge portfolios. To
examine this possibility, the sample firms will be stratified on the basis of one
additional information variable. Once stratified, long and short positions will be

entered into based on Pr as done previously. For comparison with the results from the

2Additionally, small firms have been shown to have more prediction error
associated with their returns than do large firms. Consequently, using SARs can be
viewed as an adjustment for the predictability of returns.

*>To parallel the procedures used by Ou and Penman, firms will be assigned to size
control portfolios at the inception of the trading strategy (i.e., at £=0).
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previous section, the same time periods will be examined. The following subsections

discuss the motivation for the three stratification schemes to be used.

Predisclosure Information Stratification

The differential information hypothesis (DIH) developed by Atiase [1980]
suggests that predisclosure earnings information production and dissemination by private
parties for the purpose of identifying mispriced securities is an increasing function of
firm size (market capitalization).* An implication of the DIH is that earnings
announcements of large firms are less informative than are earnings announcements of
small firms. A number of studies (e.g., Atiase [1985, 1987], Freeman [1987], and Ro
[1988, 1989]) provide empirical support for the DIH by examining the cross-sectional
differences in the information content of earnings announcements between large and
small firms.*

One source of predisclosure earnings information is the information about future
earnings contained in Pr. An implication of the DIH is that fewer individuals would

be exploiting the information contained in Pr for small firms. This suggests that the

*As noted by Atiase, Bamber and Tse [1989] the DIH is often referred to as a "size
effect” and is an "information hypothesis.” In contrast, the "size effect” documented
in the finance literature is related to differential risk-adjusted returns between large and
small firms and can be considered a "returns hypothesis. "

5Several recent studies (e.g., Carvell and Strebel [1987], Dempsey [1989], Lobo
and Mahmoud [1989], and Shores [1990]) have used other measures, in addition to firm
size, as proxies for the level of predisclosure information. A common finding is that
the number of financial analysts following a firm provides explanatory power beyond
that associated with firm size alone. Thus, it appears that analyst following and firm
size provide different measures of firms’ predisclosure information environments.
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degree of security "mispricing” may be -greater on small firms’ stocks and that
abnormal returns to the hedge portfolio may be larger if positions are limited to small
stocks. To examine this conjecture, the simulated trading strategy will be conducted
on samples stratified to reflect different amounts of predisclosure information.
Procedurally, firms will be assigned to one of five portfolios based on the
ranking of market value of equity as of the beginning of the year.®® To compare the
effect of different information environments on security mispricing, the trading strategy
will be separately implemented for the largest and smallest size-based portfolios. As
the two hedge portfolios will consist of relatively large or small firms, market-adjusted

returns (CARs) are not appropriate and only size-adjusted returns (SARs) will be used.

Magnit:i<e of Current Earnings Chz_l_ng' es Stratification

Although Ou and Penman document that Pr identifies earnings reversals, this
finding is based on the average earnings changes of firms in the extreme Pr deciles.
However, it is possible that all firms will not experience earnings reversals and that the
performance of the trading strategy may be enhanced by limiting positions to stocks that
have a higher probability of experiencing a reversal. The rationale for this is the
"overreaction hypothesis” formulated by DeBondt and Thaler [1985, 1987]. The
overreaction hypothesis says that investors overemphasize extreme earnings changes and

disregard the mean reversion inherent in extreme earnings (Brooks and Buckmaster

%Market value of equity is chosen to proxy for the amount of predisclosure
earnings information because it is available for all firms in the sample. Using analyst
following as a proxy was rejected because analyst data bases, such as IBES, would
exclude many of the firms in the sample.
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[1976, 1980] find that firms having a large change in current earnings will likely

experience an earnings change in the opposite direction in the next period).
Consequently, we are more likely to see an earnings reversal for firms
experiencing an extreme change in current earnings. The probability of observing an
earnings reversal should be further increased when Pr provides an additional signal that
the one-year-ahead earnings change will be in the opposite direction of the current
earnings change. Thus, the effectiveness of the trading strategy may be increased by
limiting positions to firms that are very likely to experience an earnings reversal. To
examine this conjecture, the sample of firms will be stratified into quintiles using a
normalized first difference stratification rule similar to that developed by Brooks and
Buckmaster [1976, 1980]. This metric is the same as the standardized change in
current earnings used in the OLS prediction models. The measure is appealing because
it captures the extent which a firm’s earnings change deviates from its "normal”
performance. The hedge portfolios will then be formed by taking long positions in
stocks in the lowest quintile (i.e., largest decreases in current standardized earnings)
that have Pr values greater than .6. Short positions will be taken in stocks in the
highest quintile (i.e., largest increase in current standardized earnings) that have Pr

values less than or equal to .4.

Industry Stratification

The earnings prediction models developed in this study will be based on pooled

cross-sectional data. As noted by Ou and Penman [1989a, p. 299], if different
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operating characteristics generate future earnings in different ways for different firms,
the results of the trading strategy may be weakened. As firms in the same industry face
similar operating environments it appears reasonable to assume that the measures of
firm performance will provide the same signals regarding future earnings. The
increased homogeneity of firms within a particular industry may result in more accurate
prediction models which, in turn, could increase the returns to the trading strategy.
This conjecture will be examined by estimating industry-specific models. Two
digit SIC codes will be used to identify firms within homogeneous industries. To
obtain adequate sample sizes for model estimation, each industry will be required to
have at least 10 firms. Earnings prediction models will be estimated over the same
non-overlapping periods (1975-1979 and 1980-1984) as done previously. The trading

strategy will then be entered into from 1980 through 1989.
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CHAPTER 4

EMPIRICAL RESULTS

Measures of Firm Performance and One-Year-Ahead Earnings Changes

Univariate logit models were estimated yearly from 1975 through 1989 for each
of the variables in the seven categories identified by traditional financial statement
analysis (see Appendix B). Initially, to be included in a given year’s sample, a firm
had to meet the criteria discussed in Chapter 3 (see page 31) and had to have all the
data items necessary to compute the 68 accounting variables and the one-year-ahead
earnings change variable.”” However, due to a considerable number of missing
observations for four data items, seven of the accounting variables were deleted.*®
Specifically, the absence of advertising expense (COMPUSTAT data item 45) and
research and development expense (COMPUSTAT data item 46) resulted in the
elimination of accounting variables 49 through 52. The impact of this was to leave
only two variables in Group 5: Discretionary Costs. The issuance of Statement of

Financial Accounting Standards No. 95 in 1987 by the Financial Accounting Standards

’Although there is some variability in how the accounting variables may be
computed (e.g., using average assets versus year-end assets), all variables were
computed identically to Ou and Penman [1989a] to facilitate comparisons. I would like
to thank Stephen Penman for supplying me with this information.

**These variables will be dropped from subsequent analyses as well.
56
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Board required the statement of cash flows. This resulted in the elimination of the
funds variables (COMPUSTAT data items 112 and 116) which resulted in the deletion
of accounting variables 59, 60, and 64.” It should be noted that none of the seven
deleted variables was included in Ou and Penman’s final earnings prediction models.

Two additional screens were imposed before a firm was included in a specific
year’s sample. First, a firm was dropped if the computation of any variable resulted
in division by zero. Approximately 90 firms were deleted each year due to this
requirement. Second, a screen for illogical variable values was imposed. For example,
days sales in accounts receivable (variable 5) must be greater than or equal to zero.
Very few firms were deleted due to illogical variable values.* The final sample sizes
in each of the 15 years are shown in Table 1. The sample sizes ranged from 801 in
1975 to 456 in 1989.

Tables 2a, 2b, and 2c provide descriptive .statistics for the 61 variables over the
five-year subperiods 1975 - 1979, 1980 - 1984, and 1985 - 1989, respectively. The
Kolmogorov-Smirnov test rejected the hypothesis that the accounting variables are

normally distributed at the .01 significance level for all 61 variables in each of the three

*These seven variables were missing to a great extent in the Ou and Penman
[1989a] study too. From Table 2 of their study it can be noted that these seven
variables could be calculated between 657 and 2,338 times. In contrast, the remaining
61 variables were calculated approximately 15,000 times.

®“0u and Penman do not address whether a screen for illogical variable values was
used in their study. It does not appear that it was.
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subperiods. This lack of normality is consiétent with previous research regarding the
distributions of accounting variables.®

As can be seen in Tables 2a, 2b, and 2c, some of the 61 accounting variables
have extreme maximum and minimum values. Generally, the cause of the extreme
values was the denominator of the variable approaching zero. Recall that firms with
zero denominators were deleted from the sample. However, this does not preclude
"near-zero" denominators which would result in extreme values for variables measured
as ratios. These extreme values were analyzed on a case-by-case basis to determine
whether they were outliers that should be eliminated from the sample or whether they
represent an extreme state of the underlying distribution and therefore should be
retained. All but five of the extreme values were retained on the grounds that they
represent an extreme state of the underlying distribution (see Foster [1986] for a
discussion of how to deal with extreme observations in data analysis). Additionally,
retaining these observations is consistent with the approach used by Ou and Penman

[1989a].

S!Although previous research (e.g., Frecka and Hopwood [1983]) has shown that
approximate normality can be achieved by deleting outliers, this finding is not
applicable to the original distribution of the variables. For example, Frecka and
Hopwood found that 10 of the 11 variables studied departed from normality in a "highly
significant fashion.” Additionally, this inference is based on results from chi-square
tests in which 20 class intervals were used. Stronger inferences could have been made
by applying the Kolmogorov-Smirnov test. Approximate normality was achieved only
after applying square-root transformations to all variables (note that for ratios with
negative values, this required shifting the entire distribution to the right to make each
value positive before the transformation was applied) and deleting outliers.
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Of the 61 variables examined here, 31 are "levels” variables, 28 are the
percentage change in the levels, and two represent the change from the previous year.
Consequently, the following discussion will address these sets of variables separately.

Virtually all empirical studies examining the distributional properties of financial
variables have focused on levels variables. For example, the focus has been on the
debt-to-equity ratio rather than on the percentage change in the debt-to-equity ratio from
one year to the next. Consistent with this research, this study found that the 30 levels
variables were not normally distributed. Indeed, many of these variables have technical
limits that prevent them from being normally distributed. For example, some of the
variables have a lower limit of zero but are unbounded on the positive side. Therefore,
the distribution of these variables is skewed to the right (i.e., exhibit positive
skewness). For example, the current ratio (variable 1) reflects such a distribution. As
can be seen in Table 2a, the median current ratio is 2.071 and the middle 50 percent
of the observations lie within 1.561 and 2.700 (the interquartile range). The minimum
value lies 1.7 standard deviations below the median. In contrast, the maximum value
lies approximately 10.5 standard deviations above the median. A test for skewness also
indicates that the distribution is skewed to the right, as it does for many of the levels
variables.5?

The distributions of some of the levels variables appear to be fairly stable over

the three subperiods examined. For example, comparing results of the current ratio

S2This test compares the difference between the upper quartile and the median with
the difference between the median and the lower quartile. Positive skewness is present
if the first difference exceeds the second difference.
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(variable 1) across Tables 2a, 2b, and 2c shows this variable to be stable over time.
In contrast, there are some trends in the mean and median values for some of these
variables. For example, the debt-equity ratio (variable 21) increases over the three
subperiods. This is consistent with assets being increasingly financed by debt rather
than equity. Another interesting observation is the drift in the mean and median values
for variables involving inventory. An upward drift is noticed for inventory turnover
(variable 7) and sales-to-inventory (variable 43). A downward drift is seen in
inventory/total assets (variable 9). These results are consistent with the lower inventory
levels associated with just-in-time inventory techniques.

As previously noted, the distributional properties of the percentage change
variables have not been widely studied. Nonetheless, some preliminary observations
can be made about these variables. These variables can be broken into two groups.
First, those variables that represent the percentage change in a financial ratio from one
year to the Anext (for example, the current ratio). The mean and median of these
variables are generally close to zero. This is consistent with many of the levels ratios
being fairly stable or having slight trends over time. However, these variables appear
to be positively skewed. The minimum value for these variables is -1 (which would
represent a 100 percent reduction in the levels variable). In contrast, they can assume
relatively large positive values (this would occur when the levels variable went from
being close to zero in year ¢ to a "large” value in year z+1).

The second group represents the percentage change in balance sheet or income

statement accounts and can be considered growth measures. For example, the median
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percentage change in sales (variable 12) within the three subperiods was 14.9%, 7.9%.

and 7.2%. As with the other percentage change variables, these variables have a
minimum value of -1 but can take on fairly large values, especially in the presence of
structural change from events such as acquisitions or divestitures. Consequently, these
variables are also positively skewed.

The last two variables are those measured as the change from the previous year.
The interquartile range of changes in dividends per share (variable 14) indicates that
most firms follow a policy of keeping dividends at a constant or modestly increasing
level from year to year. The fact that this variable is positively skewed is consistent
with firms’ reluctance to cut dividends. The other variable is the change in return on
opening equity (variable 18). This variable is merely the change in variable 17 (return
on opening equity) from the preceding period. For all three subperiods, this variable
had mean and median values that were close to zero. This suggests that the average

firm’s return on equity does not change dramatically from year to year.

Results of Annual Univariate Logit Model Estimations

The details of the annual logit model estimations are shown in Appendix C and
are summarized in Table 3. The coefficients were estimated using the SAS Logistic
procedure and are obtained by the method of maximum likelihood. As maximum
itkelihood estimators are distributed asymptotically normal, it follows that the parameter
estimates of the logit models have large-sample normal distributions. Thus, the

appropriate test to evaluate the significance of the coefficient is a t-test. As no
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directional effects have been hypothesized, a two-tailed t-test is needed. That is, the
following hypothesis is being tested:

Ho: 8 =0

H,: 8 = 0.

In the case of a single parameter estimate, as is the case here, the chi-square statistic
(x?) reported by the SAS procedure is the square of the t-ratio and the statistical results
are identical to a two-tailed t-test.®

The objective of estimating univariate logit models on an annual basis is to
determine the degree to which a measure of firm performance can predict one-year-
ahead earnings changes. A variable is considered useful in predicting one-year-ahead
earnings changes if two criteria are met. First, the variable should have the same
coefficient sign over most of the years in the 15-year period examined. Second, the
coefficients should be statistically significant in thé majority of the years.

It is important that both criteria be met in order to establish a linkage between
the measures of firm performance and one-year-ahead earnings changes. For example,
a variable may have the same coefficient sign over the 15-year period and therefore
meet the first criteria. However, if the coefficients are not statistically significant then
they are not discernable from zero (i.e., the null hypothesis is not rejected).
Consequently, the interpretation of insignificant coefficients is misleading. Conversely,

the second criteria may be met in that the coefficients are statistically significant in most

®The equivalence can be shown by noting that a t distribution converges to a
normal distribution with mean equal to zero and variance equal to one. Further, the
square of this normal distribution is distributed x* with one degree of freedom.
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of the years. If, however, the coefficient signs flip from year-to-year then the measure
does not provide a consistent signal regarding one-year-ahead earnings changes. Either
one of these situations works against the notion that useful empirical regularities can be
documented.* In contrast, if both of these criteria are met by most of the accounting
variables within a group then an empirical relationship between the measure of firm
performance and one-year-ahead earnings changes has been established.

Appendix C shows the parameter estimate (8), the )’ statistic and the associated
probability of observing this statistic (i.e., the p-value). Summary results are presented
in Table 3. Specifically, Table 3 shows the breakdown between positive and negative
coefficients over the 15-year period for each variable, and the number of times the
coefficients were statistically significant at the .10 level.*

Generally, the results are mixed with respect to the notion that empirical
regularities can be established for the seven categories of variables. In several of the
categories the results indicate that the variables are not consistent predictors of one-
year-ahead earnings changes. The results of these categories are discussed next,
followed by a discussion of the categories that do provide stronger evidence regarding
the measures of firm performance and one-year-ahead earnings changes.

The accounting variables in Group 1 (Short-Term Liquidity), Group 2 (Financial

Leverage and Debt-Coverage), Group 4 (Asset Utilization) and Group 5 (Discretionary

%Of course, neither criteria may be met by some variables. That is, some variables
may have inconsistent coefficient signs that are statistically insignificant.

*The .10 significance level was used to facilitate comparison to the Ou and Penman
[1989a] study.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



64

Costs) were not consistent predictors of one-year-ahead earnings changes. The short-
term liquidity measures have negative coefficients in about two-thirds of the years:
however, few of these are statistically significant at the .10 level.®* The results in
Group 2 depend on whether the variables are financial leverage measures (variables 21,
22, 23, and 24) or debt-coverage ratios (variables 27 and 28). The financial leverage
measures are positively related to future earnings increases; however, only variable 22
(% A in Debt-Equity Ratio) is statistically significant at a rate higher than expected by
chance.” In contrast, the debt-coverage ratios are generally negatively related to
future earnings changes and are statistically significant one-third of the time. Although
the results on the debt-coverage variables are fairly consistent, I do not believe they are
strong enough to establish an empirical link between them and one-year-ahead earnings
changes.

Many of the asset utilization measures (Groups 4a, 4b, 4c, and 4d) have
inconsistent signs as well as statistically insignificant parameter estimates. However,
variable 30 (% A in Sales/Total Assets) in Group 4a did meet the dual criteria of sign
consistency and statistical significance. It appears that increases in Sales/Total Assets
from year -1 to year ¢ provide a consistent signal that earnings will increase in year

t+1. Nonetheless, the results are not strong enough across all variables within the

%Positive (negative) coefficients are positively (negatively) correlated with the
chance of observing an earnings increase in the subsequent year. That is, an increase
in an accounting variable with a positive (negative) coefficient increases (decreases) the
probability of observing an earnings increase in the following year.

’Using a . 10 significance level we would expect statistical significance to occur one
in ten times due to chance alone.
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subcategories to establish any empirical regularities. A similar statement may be made
with respect to the two variables in Group 5. Although the coefficient signs are
negative in more than two-thirds of the years, they are not statistically significant often
enough to support an empirical linkage.

Stronger evidence regarding the measures of firm performance and one-year-
ahead earnings changes is provided by the accounting variables in Group 3
(Profitability) and Group 6 (Growth Measures) as well as several of the variables in
Group 7 (Miscellaneous). Generally, these variables met the dual criteria of sign
consistency and statistical significance. In Group 3, nine of the 15 variables are
measured as levels versus the percentage change in the level from the preceding year.
These nine variabies are consistently negatively related to one-year-ahead earnings
increases and are statistically significant in most, if not all, of the 15 years. The only
exception is variable 33 (Gross Margin Ratio) which has a negative coefficient in two-
thirds of the years and is statistically significant in only four of these years. The lack
of consistency in this variable, relative to the other eight profitability measures, may
be attributable to the use of gross margin (i.e., sales minus cost of goods sold) as a
measure of profitability. A firm may have an adequate gross margin but may not show
favorable "bottom line" earnings because of excessive operating expenses.  In contrast,
the other eight variables all use an earnings number more reflective of the earnings

variable used as the dependent variable in the logit model.®

®*The dependent variable is defined as the change in earnings per share before
extraordinary items minus a drift term.
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The strong results for these profitability variables are consistent with the findings
of Freeman, Ohlson, and Penman [1982] who found that variable 17 (Return on
Opening Equity or ROE) was negatively related to one-year-ahead earnings changes due
to the transitory component of current earnings. A relatively low (high) ROE suggests
that current earnings contain a negative (positive) transitory element and that earnings
should increase (decrease) in the subsequent period. That is, ROE has been shown to
exhibit mean-reverting behavior. Although this relationship has been documented for
ROE, it appears reasonable that this explanation is valid for the other variables also as
they are highly correlated with ROE (see Table 4 for the correlations among these
variables).

In contrast to the levels specification, the six profitability variables measured as
the percentage change from the previous year did not show the same degree of sign
consistency or statistical significance.® For example, three of the variables (34, 36,
and 58) were about equally split with regard to coefficient signs and were generally not
statistically significant. This result may be due to "mixed” information within these
variables regarding future earnings. For instance, an increase in a relatively low ROE
from period -1 to peridd ¢t may be consistent with an increase in period ¢+ 1 earnings
as mean reversion has been shown to take several periods to complete. Such a situation
would be consistent with a positive coefficient. Conversely, an increase in a relatively

high ROE may signal the beginning of the mean-reverting process and would be

®Note that variable 18 (A in Return on Opening Equity) is measured as the change
from the previous year, not the percentage change.
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consistent with an earnings decrease in year t+1. A negative coefficient would be
consistent with this scenario. The other three variables (18, 38, and 40) have negative
coefficients in most of the years with statistically significant coefficients in about half
of the these cases.

In summary, the evidence presented here extends the findings of Freeman,
Ohlson, and Penman [1982] by showing that a wide range of current profitability
measures is useful in predicting one-year-ahead earnings changes. Additionally, the
linkage is stronger for variables measured as levels versus the percentage change in the
levels.

The seven growth measures in Group 6 were negatively related to the probability
of observing an earnings increase in the subsequent period. However, only two
(variables 14 and 53) were statistically significant in most of the years. As discussed
in Chapter 1, the negative coefficient on variablé 14 (A in Dividends Per Share) is
counter to the dividend information hypothesis which suggests that dividend increases
(decreases) can be interpreted as a signal that management anticipates higher (lower)
future earnings. The result on this variable corroborates the Ou and Penman [1989a]
finding.

The negative coefficient on variable 53 (% A in Total Assets) indicates that
increases in asset size do not lead to increases in the probability of an increase in one-
year-ahead earnings. Two rationales may partially explain this finding. First, firms
that grow through merger or acquisition have been shown to have relatively weaker

earnings in subsequent years (see Meeks [1977]). Second, conglomerates that downsize
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their operations through a sell-off of assets or a spin-off of a subsidiary generally have
stronger subsequent earnings due to the simplification of operations within the firm (see
Schipper and Smith [1983]). Although the cited empirical evidence is consistent with
the negative coefficient, the number of firms in each yearly sample that experienced a
merger or divestiture is probably not large enough to be driving the results.

As Group 7 (Miscellaneous) contains a variety of variables that were difficult
to classify in the other six categories, it is not anticipated that the variables will provide
similar signals regarding one-year-ahead earnings changes. For most of these variables,
the results do not support the notion that empirical regularities can be established.
Specifically, eight of the 14 variables have inconsistent coefficient signs that are not
statistically significant in most of the years. Three other variables have the same sign
in two-thirds of the years but only variable 48 (% A in Production) has coefficients that
are statistically significant in the majority of the years. Only variables 15 and 16
(Depreciation/Plant Assets and % A in Depreciation/Plant Assets, respectively) have
consistent signs that are statistically significant in most of the years. The positive
coefficients on these variables are consistent with the income effects of using
accelerated depreciation. Specifically, a large depreciation charge in year ¢ will be
followed by a smaller charge in year t+1 and subsequently higher earnings in year
t+1, assuming all other things are held constant.

The overall conclusion of this section is that some of the variables do appear
useful in predicting one-year-ahead earnings changes. The profitability measures

(Group 3) were found to be negatively related to one-year-ahead earnings changes. No
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other group of variables was as strongly related to future earnings changes. However,
several individual variables do appear to be systematically related to future earnings
changes. Specifically, variables 14 (A in Dividends Per Share) and 53 (% A in Total
Assets) were found to be negatively related to one-year-ahead earnings changes.
Variables 15 (Depreciation/Plant Assets) and 16 (% A in Depreciation/Plant Assets)
were found to be positively related to future earnings changes. Collectively, these
variables may provide information that is useful in the prediction of future earnings.

Although some of the variables may provide consistent signals regarding future
earnings changes, many of the 61 variables have no consistent relationship to one-year-
ahead earnings changes. This can be seen by noting the number of variables with
inconsistent coefficient signs and/or statistically insignificant coefficients. This finding
may be consistent with one’s intuition regarding the relationship between the accounting
variables and one-year-ahead earnings changes. That is, there is no a priori reason to
think that many of these variables would provide a signal regarding future earnings.
For example, an increase in liquidity ratios may convey good news in the sense that the
firm is in a better position to meet its upcoming cash obligations. However, it provides
little information regarding future earnings per se.

Lastly, the inconsistent results may be partially attributable to structural changes
that affected sample firms’ earnings series. Such structural changes may alter the
relationships between the measures of firm performance and future earnings changes

thereby working against the possibility of documenting empirical regularities.
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Principal Component Analysis

Before conducting the principal component analysis (PCA) on the 61 accounting
variables, the Spearman rank-order correlations among the variables within the seven
categories identified by traditional financial statement analysis were assessed.” Data
from 1980 was employed to obtain the sample used for the correlation analysis and the
PCA. The resulting sample was 723 firms. This sample contains 20 more firms than
the 1980 sample used in the previous section because the screen for missing earnings
variables was not needed.

The Spearman correlations are shown in Table 4. As anticipated, most of the
variables within a group are highly correlated. The correlations between most of the
variables are statistically significant at the .0001 level. Three items regarding the
correlations are relevant to the PCA. First, although many of the variables are
statistically significant, the absolute magnitude of the correlation coefficients varies
dramatically. Variables that are computationally similar have very high correlations.
For example, in Group 3, return on opening equity and return on closing equity
(variables 17 and 32, respectively) have a correlation coefficient of .96727. It is likely
that such variables will group under the same principal component (PC). In contrast,
the correlation between the percentage change in depreciation and the change in

dividends per share (variables 13 and 14 in Group 6, respectively) is statistically

"Pearson product-moment correlations assume that the two variables are bivariate
normally distributed. The Spearman rank-order correlation is the nonparametric
equivalent of the Pearson correlation but does not assume any specific distribution for
the two variables. As the distributions of the 61 accounting variables were shown to
be non-normal, reliance on the Spearman correlation is warranted.
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significant at the .0001 level; however, the correlation coefficient is only .09085.
While statistically significant, it is unlikely that such variables will group under the
same PC.

Second, within each category, the correlations are stronger when both variables
are measured as levels or as the percentage change from the previous year. For
example, in Group 1, the current and quick ratios (variables 1 and 3, respectively) have
a correlation coefficient of .81247. Similarly, the percentage change in these variables
(variables 2 and 4) have a correlation coefficient of .86792. In contrast, the four pairs
of correlations between a levels variable and a percentage change variable range from
.23569 to .30250. Based on the correlations, it is likely that the levels variables will
form one PC and the percentage change variables will form another.

Third, the correlations reveal that some groups of variables are more
homogeneous than others. For example, the correlations among the variables within
Groups 1, 2, 3, and 5 are all significant at the .0001 level. In contrast, the correlations
are not as consistently significant in Groups 4, 6, and 7. For Group 4, the correlations
between all of the asset utilization measures are shown. Within each of the four
subgroups (i.e., 4a, 4b; 4c, and 4d) the correlations are statistically significant at the
.10 level. However, correlations across subgroups (for example, 4a and 4b) are not
significant at the .10 level in approximately 25% of the cases. This indicates that
different measures of asset utilization provide different information. Similarly,
approximately one-third of the correlations in Group 7 (Miscellaneous) are not

significant at the .10 level. This result is not surprising as many of the variables appear
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to be unrelated. For example, there is no a priori reason to expect that variable 63
(Purchase of Treasury Stock as % of Stock) would be highly correlated with any of the
other variables in Group 7. Given the diversity of the variables in Group 7, it is
unlikely that all of the information conveyed by these variables can be summarized into
one or two PCs.

The motivation for using PCA is to reduce the dimensionality of the 61 variables
so that parsimonious earnings prediction models may be deveioped. Unfortunately, the
61 variables appear to represent a much broader information set than that represented
in previous studies assessing the empirical similarities among financial ratios. Recall
that previous studies were able to account for approximately 90% of the variation in the
data with seven or eight principal components. It was hoped that similar results would
be achieved with the 61 variables used in this study. However, the 61 variables cannot
be described by a parsimonious set of PCs. Table 5 shows the proportion of the
variation explained by the first 28 PCs and the cumulative percentage of variation
explained.” Most of the PCs explain between one and five percent of the variation in
the original data. Only one PC explains more than ten percent of the variation.
Consequently, to explain an amount of variation comparable to previous studies would
entail retaining more than 20 PCs.

The disparity between the results of previous studies and the results of this study

may be attributed to two factors. First, the previous studies used ratios that formed a

"'Note that all 61 PCs are needed to account for all of the variation in the 61
accounting variables. '
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priori groups. That is, ratios that are | grouped together per traditional financial
statement analysis (e.g., liquidity or return on investment ratios) and are
computationally very similar. As shown in the correlation analysis, such variables will
be very highly correlated (e.g., the current and quick ratios). Thus, it is not surprising
that these ratios grouped under the same PC. They measure the same aspect of firm
performance and are slight variations of the other variables in the group. In contrast.
many of the 61 variables analyzed in this study do not fit into such groups. For
example, recall that Group 7 consists of variables that were difficult to classify in the
six variable groups frequently identified in traditional financial statement analysis. The
result is that many of the variables in Group 7 are not highly correlated with the other
variables in the group and therefore provide unique information. When a PCA is
conducted, it is likely these variables will be represented by their own PC.

Second, approximately half of the 61 variables are measured as the percentage
change in the variable from the previous year. In contrast, all previous studies have
restricted their analysis to levels variables. As shown in the correlation analysis, two
similar levels variables will be more highly correlated than will a levels and a
percentage change variable. Therefore, more PCs will be needed to account for a
specified percent of the variation in the data.

Two of the three methods used to determine the number of PCs to retain do not
result in a parsimonious set of PCs. Specifically, the Kaiser criterion of retaining PCs
with eigenvalues greater than one results in the retention of 21 PCs. When the

eigenvalue cutoff is lowered to .70 as suggested by Jolliffe [1972], 28 PCs are retained.
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The identical number of PCs are retained when the decision is based on a specified
cumulative percentage of the total variation in the original data. Sbeciﬁcally.
accounting for 80 (90) percent of the variation results in retaining 21 (28) PCs.

The third method involves a "scree” graph and is more subjective than the two
previous methods. The number of retained PCs is determined by identifying the point
that separates "large” differences in eigenvalues from "small” differences.”> Based on
the scree graph shown in Figure 1, it appears that only four PCs should be retained.
The difference between the third and fourth eigenvalues is 1.08 whereas the difference
between the fourth and fifth is only .30. Thus, the line connecting the eigenvalues is
"steep” to the left of the fourth PC and "not steep” to the right of it. Although this is
a parsimonious set, it is unlikely that the four PCs adequately reflect all of the
information in the original 61 variables as they account for only 33% of the variation
in the original data.

The result of this broader information set is that a parsimonious set of variables
cannot be selected that will adequately reflect the information contained in all 61
variables. As noted, two of the models developed via the PCA will contain 21 or 28
variables depending on the cutoff used. To develop models with approximately the
same number of variables as the Ou and Penman [1989a] study, 21 PCs will be used

as a basis for variable selection.”? Although 21 variables does not constitute a

>The subjectivity arises in the specification of what constitutes a large and a small
difference in eigenvalues.

3The two Qu and Penman models contained 16 and 18 variables.
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parsimonious set of variables, it is nonetheless a different set of variables than that used
by Ou and Penman. As the scree graph method resulted in the retention of four PCs.
a parsimonious model with only four variables will also be developed for comparative
purposes.

Once the number of PCs to retain is established, a variable must be chosen to
represent each PC. As discussed in Chapter 3, two methods will be used in this study
to select variables. First, the variable with the highest correlation (often referred to as
the "component loading”) with a given PC is selected to represent the PC. Table 6
shows the accounting variables that grouped under the first 21 PCs after a varimax
rotation has been applied to the PCs.™ Consistent with previous research, a variable
was grouped under a specific PC if its component loading with the PC was greater than
.70. Out of the 61 variables, a total of 44 grouped under the 21 PCs.

The variables that grouped under a PC were generally consistent with the
classification of variables according to traditional financial statement analysis in that the
variables were from the same financial variable category. However, the pattern of
component loadings also shows the extent to which the 61 variables provide unique
information. Of the 21 retained PCs. nine had only two variables with loadings greater
than .70. In five of these, the variables were from the same category and were
statistically significantly correlated at the .0001 level. Although the other two PCs

(numbers 11 and 12) contained variables that were not grouped in the same category

™Rotations are applied to increase the interpretability of the PCs. The varimax
rotation results in variables with very high (close to plus or minus one) or very low
(close to zero) correlations with the PCs.
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per traditioral financial statement analysis, the variables were computationally similar
and were correlated at the .0001 level as well. Seven PCs had only one variable with
a component loading greater than .70. This indicates that these variables provide
unique information since they formed their own PC.

The second method used to select variables involves eliminating the variable that
has the highest component loading with one of the 40 discarded PCs. Table 7 shows
the variables that were deleted. The 21 variables not deleted are the variables retained
in the earnings prediction model.

Table 8 compares the variables retained under the two methods according to the
categories identified by traditional financial statement analysis. The first method
(selecting one variable associated with each of the 21 retained PCs) resulted in at least
one variable from each category being retained. The second method (deleting a
variable associated with each of the 40 discarded PCs) resulted in variables representing
all categories except for Group 5. The results for both models were similar in that four
variables from the profitability measures (Group 3) were selected. Additionally, both
methods retained two levels variables and two percentage change variables. From an
empirical standpoint, it appears that the information conveyed by the profitability
measures cannot be fully described by one variable alone. Similarly, the miscellaneous
category (Group 7) was represented by the most variables. In total, eight variables
were selected from this category. This is consistent with the correlation analysis that
showed many of these variables were not highly correlated with one another and thus

provide unique information.
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The method that selects variables with the highest component loading on a PC
was used to select the four variables as dictated by the scree graph method. From
Table 6 it can be seen that variables 37, 23, 48, and 1 are retained. The method that
eliminates variables associated with discarded PCs was not used because discarding 57
PCs (i.e., retaining only four) is undoubtedly discarding some PCs that contain a
significant amount of information. However, the reasoning behind this method is to
only discard PCs (and an associated variable) that do not contain a significant amount

of information.

Model Estimation Results

A total of 72 earnings prediction models were estimated. Six different sets of
independent variables were used: three from the PCA and three benchmark models
used for comparison purposes. The comparison models are the two Ou and Penman
models and a model derived from stepwise procedures. Each of these sets of
independent variables was then estimated with six different dependent variable
specifications: dichotomous earnings changes using either a four-year or a one-year
drift term, trichotomous earnings changes using either a four-year or a one-year drift
term, and standardized earnings changes using either a four-year or a one-year drift
term. These 36 models were then estimated over two non-overlapping time periods:
1975 through 1979 and 1980 through 1984. A summary of these models is shown in
Table 9. The labels given to the 36 models in Table 9 will be referenced throughout

the discussion of the model estimation and predictive ability results. For example,
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Model 2d is the model where the independent variables were chosen by discarding
principal components and the dependent variable is a trichotomized earnings change
measure utilizing a one-year drift term.

The number and percentage breakdown of actual earnings increases and
decreases using the two alternative drift-term specifications (i.e., four-year and one-
year) are provided in Table 10. For both specifications, the breakdown of earnings
changes varies dramatically over the 16-year period. In some years earnings increases
outnumber decreases by almost a two-to-one margin (e.g., 1975 and 1983). In other
years the reverse situation is true (e.g., 1979, 1981, 1984, 1989, and 1990). However,
when the yearly results are pooled, the number of earnings increases and decreases is
approximately equal. For example, for the 16-year period 1975 through 1990, 48.85%
(51.15%) of earnings changes were increases (decreases) when using a four-year drift
adjustment.

The samples used to estimate the models were the same as those used in the
annual univariate logit analysis (see Table 1). There were three reasons for using the
same samples. First, the estimation of the stepwise models required all 61 accounting
variables. Thus, the same samples were needed to estimate these models. Second,
although the models using the other five sets of independent variables could have been
estimated with data bases containing only the variables used by the models, these data
bases would not be significantly larger than the 61-variable samples. Third, using the

same sample firms to estimate all models facilitates comparisons across models.
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The dichotomous and trichotomous dependent variable specification models were
estimated using logistic regression with the SAS LOGISTIC procedure. Both of these
dependent variable specifications involve an ordinal response as a discrete measurement
of an underlying continuous variable. That is, the dependent variable is continuous
(measured as the change in EPS before extraordinary items minus a drift term) but is
transformed into a categorical variable. To operationalize the dichotomous
specification, this continuous variable is classified as either an increase in earnings (i.e..
earnings change minus drift greater than zero) or a decrease in earnings (earnings
change minus drift less than or equal to zero). The trichotomous dependent variable
specification was operationalized by splitting the cross-sectional distribution of earnings
changes into thirds. The top third was considered large earnings increases, the bottom
third was considered large earnings decreases, and the middle third was considered
small earnings changes. This latter category consisted of both increases and decreases
in earnings. Thus, the trichotimization resulted in three equal-sized ordered

75

categories.” The appropriate logit model to use in this situation is one that does not

"*Note that dividing the earnings change variable into increases and decreases for
the dichotomous specification used an objective cutoff point (zero) and did not result
in equal-sized categories. In contrast, splitting the earnings change variable into thirds
for the trichotomous specification required different cutoff points each year. For
example, the cutoff between a large and a small earnings increase may have been $.40
in the first year and $.50 in the second. Consequently, an earnings change of $.45
would have been classified as a large change in the first year but classified as a small
change in the second year. Clearly, splitting the dependent variable into thirds is an
arbitrary choice. An alternative, perhaps better, way to operationalize the trichotomous
dependent variable would have been to determine set cutoff points that classified
earnings changes into the three categories. This would have resulted in three ordered
categories but they would not have been of equal size. Nonetheless, the choice of the
set cutoff points would still have been arbitrary.
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make any assumptions about the differences between categories on an interval scale.
Such a model is often referred to as the proportional odds model and is based on
cumulative probabilities (see Hosmer and Lemeshow [1989] for a thorough discussion
of this model). The models using the standardized change in earnings were estimated
using ordinary least squares (OLS) regression with the SAS REG procedure.

The results of the model estimations are shown in Tables 11 through 28. For
each model, a measure of the goodness of fit is reported. The measure for the logit
models (i.e., the dichotomous and trichotomous dependent variable specifications) is the
model chi-square (x°) statistic. For the OLS models (i.e., the standardized earnings
change dependent variable specification), the F statistic is the analogous statistic.”
These statistics test the null hypothesis that all parameters in the model are zero. This
hypothesis is rejected for virtually all of the logit models as the models are statistically
significant at the .001 level. Although most of the OLS models are also significant at
the .001 level, several are statistically significant but at lower levels. Only Model 3,
when estimated using OLS, is not statistically significant in all cases (see Table 19).
However, this result is consistent with expectations as Model 3 contains only four
independent variables. It is also interesting to note that the logit models estimated using
the one-year drift term had larger x° statistics (i.e., a better fit) than the models using
the four-year drift term. In contrast, the four-year drift term provided a better fit in

for the OLS models. There is no apparent explanation for this result.

"*The R? and adjusted R? are also shown for the OLS models.
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For the logit models, the association between realized subsequent earnings
changes and the estimated probability of an earnings increase (Pr) is assessed by the
percentage of concordant pairs and the rank correlation between the two. Under the
null hypothesis of no association, the percentage of concordant pairs is expected to be
50 percent and the rank correlation is expected to be zero. Once again, all logit model
specifications are significant at the .001 level except for Model 3 (see Tables 17 and
18).

The significance of individual model coefficients is assessed using the x°
statistic for the logit models and the t statistic for the OLS models. Tables 11 through
28 show the parameter estimates (denoted € in the logit models and 8 in the OLS
models), the corresponding test statistic (x* or t, respectively) and the two-tailed
probability of observing this statistic (i.e., the p-value).” An important point to note
when analyzing the results of Models 1 through 5 (see Tables 11 through 25) is that all
of the independent variables are not statistically significant in the models.”® This is
especially true when the independent variables were chosen by the PCA (i.e., Models
1, 2, and 3). Recall that these variables were chosen without regard to the variables’

ability to predict one-year-ahead earnings changes.

”As no directional effects have been hypothesized for the individual coefficients
two-tailed tests are appropriate.

*In contrast, the criterion for entrance into the stepwise models (Model 6) was that
the independent variables had to be significant at the .10 level (see Tables 26, 27, and
28). Thus, all variables in the stepwise models are statistically significant.
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Table 29 summarizes the number of times the independent variables were
significant at the .10 level in Models 1 through 5. As can be seen, choosing variables
by retaining or by deleting principal components (Models 1 and 2, respectively) led to
between three and 12 variables (out of 21) being statistically significant. On average,
less than half of the variables were found to be significant in any given model.
Additionally, some of the variables were not significant in any of the model estimations
or were rarely significant. For example, both models had three variables that were
never significant (variables 1, 7, and 65 in Model 1 and variables 6, 44, and 65 in
Model 2).

Choosing variables via the scree graph (Model 3) led to a lower percentage of
statistically significant variables. All four of the variables were never significant in any
of the 12 estimations. In fact, no variables were significant in two of the OLS models
(see Table 19) and only one variable was foﬁnd to be significant in five other
estimations.

Models 4 and 5 used the variables from the Ou and Penman [1989a] study.
These models had a higher percentage of significant variables than the models that used
the PCA to select the variables (i.e., Models 1 through 3). This result was to be
expected because Ou and Penman only used variables that were significant in univariate
logit models at the .10 level. Thus, these variables had been shown to be useful in
predicting one-year-ahead earnings changes. Virtually all of these variables were
significant in at least one of the estimations. On average, over half the variables were

significant in any given model.
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The independent variables in Model 6 were determined using siepwise
procedures (see Tables 26, 27, and 28). To be included in any given model, the
variable had to be significant at the .10 level.” The number of variables contained
in the 12 stepwise models ranged from seven to 23, with an average of more than 14.
A wide range of variables was significant at least once. Fifty-two of the 61 variables
were significant in at least one of the 12 estimations. Thus, only nine variables were
never significant.® None of these variables was found to be consistent predictors of
one-year-ahead earnings changes in the univariate estimations discussed earlier. In fact,
most had coefficient signs that changed from year-to-year and were not statistically
significant. A similar statement can be made for the eight variables that were found to
be significant in only one of the 12 models. It is interesting to note that none of the
nine nonsignificant variables was contained in either of the Ou and Penman models;
however, three of the eight variables that were significant only once were contained in
these models.

Ten different variables were significant in five or more of the stepwise

models.®* These variables were all found to be consistent predictors of one-year-ahead

The .10 percent significance level was used to facilitate comparison to the Ou and
Penman [1989a] study.

¥The following nine variables were never significant: 7, 24, 42, 44, 47, 56, 65.
67, and 68.

$Variables 10, 14, 17, 34, and 35 were significant in five models; variable 18 was
significant in six models; variables 20 and 57 were significant in seven models; and
variables 31 and 66 were significant in eight models. Eight of the ten variables were
included in Ou and Penman’s models; only variables 34 and 35 were not included.
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earnings changes in the annual univariate logit estimations. Additionally, the coefficient
signs were generally consistent across the stepwise models and agreed with the signs
obtained in the annual univariate logit estimations. The few disagreements that did
occur can probably be attributed to multicollinearity. This can be seen by noting that
six of the ten variables were from the profitability category (Group 3). In fact, the
eight stepwise logit models contained between three and nine profitability measures,
with an average of six. The four stepwise OLS models (see Table 28) contained
between one and four, with an average of three. This result is consistent with the
findings of the PCA in that the profitability variables did not all group under the same
principal component. Even though these variables did not group under the same
principal component, they were nonetheless highly correlated and could cause
multicollinearity when contained in the same model (see Table 4 for the Spearman
correlations among these variables).

Some models contained several variables from the same principal component.
For example, the first principal component contained six profitability variables (see
Table 6). From Table 26 it can be seen that the 1980 - 1984 estimation of the
dichotomous logit model, using a four-year drift contains five of these variables. In the
annual univariate logit estimations all of these variables were negatively related to one-
year-ahead earnings changes. However, only two of the five have negative signs in the
multivariate model. A similar finding is documented for variable 57 (% A in Operating

Income/Total Assets). It entered the stepwise models seven times; each time with a
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positive coefficient. In contrast, it had a negative coefficient in each of the 15 annual
univariate models.

In summary, the following observations can be made regarding the model
estimations. First, virtually all of the models were statistically significant at the .001
level; however, the stepwise models achieved the highest significance levels. Second.
most of the coefficient signs in the multivariate models agreed with the results of the
univariate logit estimations. It appears that the few sign disagreements that did occur
can be attributed to multicollinearity. Lastly, the trichotomous logit models generally
had the most significant coefficients within a given model while the OLS models had
the least. Consequently, the overall significance levels of the trichotomous models

exceeded that of either the dichotomous or the OLS models.

Predictive Ability Tests

The predictive ability of the 72 models was assessed over the six years
subsequent to model estimation. Thus, the 36 models estimated from 1975 to 1979
(1980 to 1984) were examined over the period 1980 thorough 1985 (1985 through
1990). Note that none of the data used to estimate a model was subsequently used to
assess the model’s predictive ability. Although all 61 variables are not required for
each separate modei, the large number of different models made it easier to conduct the
predictive ability tests on the samples used in model estimation. Additionally, using

the same samples facilitates comparisons across models.
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A discussion on how the predictive ability tests are conducted is undertaken
before discussing the results from these tests. First, the output from each prediction
model must be transformed to a cichotomous prediction of either an earnings increase
or an earnings decrease (see pages 43-45 for a detailed discussion of how this was
accomplished). Once this has been achieved, the predictive ability of the models is
assessed in a 2x2 contingency table setting. The following numerical example

illustrates this:

Predicted Earnings Change

Decrease Increase

136 156 292
Actual Decrease Correct
Earnings
Change Increase 64 446 510
Correct
200 602 802

In this example there are 802 earnings changes. The rows represent the actual
earnings changes (292 are decreases and 510 are increases) and the model predictions
are the columns (200 are decreases and 602 are increases). The correct predictions are
the main diagonal cells and are indicated in the table. The ) statistic tests the null
hypothesis that actual and predicted earnings changes are independent. If independent,
the percentage of correct predictions should be 50 percent and the resulting x* statistic

would be close to zero. The null hypothesis is rejected when this percentage deviates
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significantly from 50 percent. However, the x” statistic is nondirectional in that it does
not distinguish between "better” or "worse” than random-guess predictions. For
example, a model with a 20 percent correct prediction rate would have a statistically
significant x* statistic; however, it clearly performed worse than a random-guess
strategy as it had a 80 percent error rate. Consequently, in addition to the »? statistic,
the percentage of correct predictions must be calculated to determine whether a model
provides better than random predictions. In this example, 46.56% (136 + 292) of the
earnings decreases were predicted correctly and 87.45% (446 -+ 510) of the earnings
increases were predicted correctly. This resulted in an overall correct prediction rate
of 72.56% ((136+446)+802). The associated x statistic is 114.83 and is statistically
significant at the .001 level (a )’ statistic with one degree of freedom of 10.83 is
significant at the .001 level).

The discussion of the results will first p.resent an overall assessment of the
predictive ability of the models. Then comparisons of model performance will be made
to address four specific questions. First, does a four-year or a one-year drift term
result in higher predictive ability? Second, for a given a set of independent variables
(i.e., one of the six independent variable sets) which estimation technique achieves the
highest predictive ability? Third, which set of independent variables results in the most
accurate prediction models? Lastly, how does the predictive ability of these models
compare to the results obtained by Ou and Penman [1989a]?

The results of the predictive ability tests are shown in Tables 30 through 35.

The tables are laid out as follows:
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Table Model/Estimation Period Predictive Ability Period
30 Dichotomous Logit (1975 - 1979) 1980 - 1985
31 Trichotomous Logit (1975 - 1979) 1980 - 1985
32 Ordinary Least Squares (1975 - 1979) 1980 - 1985
33 Dichotomous Logit (1980-1984) 1985 - 1990
34 Trichotomous Logit (1980 - 1984) 1985 - 1990
35 Ordinary Least Squares (1980 - 1984) 1985 - 1990

The predictive ability of each model is assessed using the definition of earnings
changes that is consistent with that used in model estimation. That is, models estimated
with a four-year (one-year) drift term are used to predict earnings changes similarly
defined (see Table 10 for the distribution of actual earnings changes using the two drift
terms). Each page within a given table compares the predictive ability of the same
model, except for the definition of the drift term. For example, the first page of Table
30 compares the predictive ability of the dichotomous logit specification of the two
models that used independent variables selected by retaining principal components (i.e.,
Models 1a and 1b from Table 9). The only difference between these models is the
definition of the drift term used to define earnings changes. On each page the top panel
is the four-year drift model and the bottom panel is the one-year drift panel. Presenting
the results in this format facilitates an analysis of the efficacy of the two drift terms.

Within each table there are 144 predictive ability tests conducted (12 models,
using two probability cutoff schemes, evaluated over six years). Most of the
dichotomous and trichotomous logit models had x> statistics that were statistically

significant at the .001 level and had overall correct prediction percentages in excess of
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50 percent (see Tables 30, 31, 33, and 34). Only a few of the models were not

significant at the .01 level; these are summarized below:

# Not Sig.

Table Model/Estimation Period Predictive Ability Period at .01 Level
30 Dichotomous Logit (1975 - 79) 1980 - 1985 17
31 Trichotomous Logit (1975 - 79) 1980 - 1985 8
33 Dichotomous Logit (1980 - 84) 1985 - 1990 5
34 Trichotomous Logit (1980 - 84) 1985 - 1990 7

All of the nonsignificant results in the 1980 - 1985 period occurred in either 1981 or
1984. The poor results in these years may be attributed to a large percentage of actual
earnings decreases. From Table 10 it can be noted that in 1981 (1984) decreases
outnumbered increases by a three-to-one (two-to-one) margin, regardless of the drift
term used. Additionally, approximately half of the nonsignificant tests were from
Model 3. Recall that Model 3 had only four independent variables.

In contrast to the strong results produced with the logit models, the OLS models
had many nonsignificant results (see Tables 32 and 35). This is especially true for the
models that used a one-year drift term. Virtually none of the tests is significant at the
.01 level. The one-year drift models generally predicted almost all earnings increases
or all earnings decreases. For example, in Panel B of Table 32 (Model 1f), over 90
percent of earnings increases were predicted correctly. In contrast, less than 10 percent
of earnings decreases were predicted correctly. This results from the models predicting
virtually all of the earnings changes as increases. In Panel F of the same table (Model
3f) the reverse situation occurred. Almost 100 percent of the decreases were predicted

correctly because the model predicted almost all decreases. In essence, these
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predictions are nothing more than random guesses. That is, if earnings changes are
random, you might as well choose 100 pércent increases or 100 percent decreases.
Even though you may achieve a favorable overall prediction rate in a given year, the
x’ statistic does not reward you for random guesses. For example, in 1981 Model 3f
(Table 32, Panel F) achieved an overall accuracy rate of 65.50 percent due to a large
percentage of actual earnings decreases (70.27 %) combined with the model predicting
virtually all earnings changes as decreases. However, the X’ statistic is not significant.
Essentially, the better-than-average correct decrease percentage is offset by the worse-
than-average correct increase percentage. A possible explanation for the poor results
of the OLS models is that extreme observations may have dominated the estimation of
model parameters. Consequently, the OLS models performed poorly when predictive
ability tests were conducted in a subsequent period.

The predictive ability results are also consistent with the model estimation results
in that the OLS models using a one-year drift achieved lower overall model significance
levels than did the OLS models using a four-year drift. It should also be noted that
while the four-year drift models achieved much better predictive ability results than the
one-year drift models, they nonetheless were not as strong as the results achieved by
either of the two logit model specifications. Given the relatively poor results of the
OLS models vis-a-vis the logit models, the remaining discussion will focus on the
results from the two logit specifications only.

The superiority of drift terms can be assessed by comparing the predictive ability

of models that differed only in terms of the drift term. This question can be answered
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by comparing the two panels on each page of the tables.*> The results indicate that
the one-year drift models achieve higher predictive ability. In the vast majority of
years the ) statistic and the percentage of correct predictions for the one-year models
exceed those of the four-year models.® Additionally, it appears that the one-year drift
models achieved more success in correctly predicting both earnings increases and
decreases. For example, in Panel A of Table 30 (i.e., the four-year drift model) it can
be noted that earnings increases. are predicted much more successfully than are earnings
decreases. In contrast, the one-year drift model shown in Panel B is much more
successful in predicting earnings decreases. This trend can be seen in many of the
comparisons between the models. Structural change may be a possible explanation for
the superiority of the one-year drift models relative to the four-year drift models.
Specifically, to the extent that structural change has altered the earnings series of firms,
the four-year drift may contain measurement error that adversely affects the models
ability to predict future earnings changes.

The second comparison is determining which estimation technique (dichotomous
logit or trichotomous logit) achieves the greater predictive ability for a given set of
independent variables. “This can be addressed by comparing the same panels between

two tables. Specifically, the panels in Table 30 (33) should be compared to the

®The top panel on each page within Tables 30 through 35 is the four-year drift
model and the bottom panel is the one-year drift model.

BAlthough most of the models using the four-year drift were significant at the .001
level, the comparable one-year drift models had larger (i.e, more significant) x°
statistics.
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corresponding panels in Table 31 (34). When making such comparisons it should be
noted that the probability cutoff schemes used do not result in the same number of firms
being excluded from the tests so that the results are not directly comparable. The
dichotomous models use two cutoff schemes. In the first one, predicted earnings
increases (decreases) are cases where Pr is greater than (less than or equal to) .5.
Thus, no observations are deleted. The second cutoff scheme focused on more extreme
probabilities by excluding observations where Pr is between .4 and .6. In contrast,
both cutoff schemes used for the trichotomous models excluded some observations. In
the first trichotomous cutoff earnings increases (decreases) were defined as observations
where the predicted probability of observing a large increase (large decrease) was
greater than .33. The second trichotomous cutoff increased the predicted probability
from .33 to .40 and therefore excluded more observations.* However, if the
trichotomous cutoffs exclude more observations than the dichotomous cutoffs than we
would expect a higher degree of predictive ability from the trichotomous models
because more extreme earnings changes have been shown to be easier to predict (Ou
and Penman [1989a]).

Overall, the results from the two estimation techniques are similar. Although
several patterns appear in the results, they are not consistent either within, or across.

the two time periods examined. For example, during the 1980 - 1985 time period, the

¥The trichotomous cutoffs were chosen ex post in an atiempt to exclude
approximately the same number of observations as the dichotomous cutoffs. That is,
the .33 cutoff generally excluded few firms and the .40 cutoff excluded approximately
the same number as (.4,.6) dichotomous cutoff.
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4 trichotomous cutoff excludes fewer observations than the (.6,.4) dichotomous cutoff.
Based on this observation, we would expect to see the dichotomous models achieve a
greater degree of predictive ability. However, this is only the case for the one-year
drift models. The trichotomous models using a four-year drift achieve higher x°
statistics and a larger percentage of correct predictions. This situation does not hold
during the 1985 - 1990 time period, however, as the trichotomous cutoff generally
excludes more observations than the dichotomous cutoff and the results are very similar
across models. In conclusion, it appears that neither method dominates the other on a
consistent basis. Thus, there does not appear to be a significant benefit in
trichotomizing the earnings change variable in terms of increasing the predictive
performance of the models.

The third comparison assesses which set of indep:andent variables leads to the
most accurate prediction models. The results are somewhat surprising in that one
would suspect that the models with the strongest overall fit in the estimation period
would also dominate in the predictive ability tests. This was generally not the case,
however. Tables 36 and 37 provide the pooled overall correct prediction rates for the
two logit model specifications. From Table 36 (pooled results from 1980 through 1985)
it can be noted that Model 3 using a four-year drift achieved the lowest overall
predictive ability when using the (.5,.5) cutoff but the highest when using the (.6,.4)
cutoff. It is surprising that a model that used only four independent variables could
achieve predictive ability results comparable to models using far more variables.

Additionally, recall that several of the Model 3 estimations were not significant at the
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.01 level. On average, we can conclude that Model 3 produced comparable results to
the other models. It is also interesting to note that the stepwise models (Model 6) did
not dominate the other models even though all variables in these models are statistically
significant at the .10 level and therefore the models achieved the highest overall fit in
the estimation period.

Although puzzling at first, these findings are consistent with the results of the
annual univariate logit estimations. Recall that many variables were not consistent
predictors of earnings changes. That is, a variable would be statistically significant in
one year and not in the next. Thus, the variables that provided a strong fit in the
estimation pertod may not be good predictors in the prediction period. This is
sometimes referred to as the descriptive/predictive paradox or the "regression
fallacy. "%

Lastly, the issue of how the predictive ability of these models compares to the
results obtained by Ou and Penman [1989a] needs to be addressed. Ou and Penman
examined two predictive ability periods and achieved overall correct prediction rates of
60 and 62 percent for the (.5,.5) cutoff and 67 percent for (.6,.4) cutoff (for both
periods).* An analysis of the results in Tables 36 and 37 shows that many of the

models used in this study achieved superior predictive ability. This is especially true

%A time-series example of the descriptive/predictive paradox was shown in Watts
and Leftwich [1977]). They fit firm-specific univariate time-series models to 32 firms
and found that 17 models differed significantly from the random walk model.
However, in predictive ability tests, these models performed worse relative to the
models that did not reject the random walk hypothesis.

Qu and Penman [1989a] pooled their results from 1973 - 1977 and 1978 - 1983.
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for the models estimated with a one-year drift term. For example, in the 1985 - 1990
period, Model 6 estimated with a one-year drift achieved a 72.56 percent (.5,.5 cutoff)
and a 76.12 percent (.6,.4 cutoff) correct prediction rate (see Table 37, Panel A).
Many of the trichotomous models have superior results, even though a larger

percentage of observations is deleted.

Simulated Trading Strategy

Based on the results of the predictive ability tests, two models were chosen to
enter into the simulated trading strategy. First, the model that achieved the highest
predictive ability was selected. Although many of the models achieved similar results,
the dichotomous stepwise logit model using a one-year drift term was selected (i.e.,
Model 6). From Tables 36 and 37 it can be noted that this model achieved strong
results when using the (.6,.4) cutoff scheme.®” In the 1980 - 1985 test period, it had
the second highest overall correct prediction rate of all the dichotomous models and was
higher than any of the trichotomous logit models. In the 1985 - 1990 test period, it had
the highest rate of all the dichotomous models. Although three trichotomous models
achieved higher overall correct prediction rates in this test period, they were only
marginally superior. Additionally, using a dichotomous model facilitates comparisons

with the Ou and Penman study [1989a].

¥Recall that the (.6,.4) cutoff scheme is used to take portfolio positions. Long
positions are taken in stocks with Pr greater than .6 and stocks with Pr less than or
equal to .4 are assigned short positions.
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The second model chosen was the one that selected variables based on the results
of the PCA. Although Model 3 (specifically the dichotomous logit model using a one-
year drift term that chose variables via the scree graph), did not achieve the highest
predictive ability results of the three PCA-based models, it was chosen for two reasons.
First, the model achieved predictive ability results comparable to the other two models.
Second, and perhaps more important, the model contains only four variables (the other
two PCA-based models each contain 21 variables) and is therefore the only
parsimonious model examined in this study. Recall that one motivztion of this study
was to determine whether a parsimonious model could achieve results comparable to
models containing many more variables. The predictive ability tests indicate that a
parsimonious model can achieve overall prediction rates comparable to models
containing more variables. An extension of this finding is to assess whether this same
model will perform as well as a non-parsimonious model in the simulated trading
strategy. Additionally, as noted in Chapter 3, the model achieving the greatest
predictive ability may not exhibit the highest association with abnormal security returns
during the simulated trading strategy.

Note that both models selected for the trading strategy utilize a one-year drift
term. In addition to achieving higher overall correct prediction rates relative to the
identical four-year drift models, the one-year specification also achieved greater success
at correctly predictirg both earnings increases and earnings decreases.

Table 38 summarizes the years covered by the trading strategy. The procedures

used to implement the strategy were as follows: (1) For each year from 1980 through
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1989 stocks were assigned to investment positions at the end of the third month
following fiscal year-end. Thus, the trading strategy was implemented separately each
year, for a ten-year period. As all firms in this study have December year-ends,
investment positions were entered into on the first trading day of April in the following
year.®® (2) Stocks with Pr greater than 0.6 were assigned to a long position and
stocks with Pr less than or equal to 0.4 a short position. (3) Mean return differences
between the long and short positions were observed at 12-month intervals over a 60-
month period.

Where possible, holding-period returns were calculated over a 60-month period.
However, this study used monthly returns through December 1992 so that the holding
period for the last three years was less than 60 months. In these years, returns were
caicuiaied for the iongest iZ-month period avaiiabie. For exampie, returns for the last
year could have been calculated for 33 months (April 1990 through December 1992);
however, to facilitate comparisons with the other years, returns were calculated for a
24-month period. See Table 38 for a description of the holding-period lengths used for
the last three years.

The sample sizes used in the trading strategy are shown in Table 39. The
samples used are the same as those used in previous analyses (see Table 1) except that

the firms must be listed on the CRSP as of the first month of the trading strategy (i.e.,

Recall that the earnings prediction models were used to calculate the probability
of an earnings increase in the subsequent year. For example, the predictive ability test
for 1980 used accounting variables from financial statements dated 12/31/80 (assumed
to be publicly available by 3/31/81) to predict the probability of an earnings increase
for the year ending 12/31/81.
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as of the first trading day of the following April). As can be seen, this requirement had

a nominal effect on the sample sizes.

The results of the trading strategy are contained in the following tables and
figures. Tables 40 through 49 show the results from the strategy as implemented on
a yearly basis. Tables 50 and 51 show the average results over the five-year
subperiods, 1980 - 1984 and 1985 - 1989, respectively. Table 52 shows the average
results over the entire ten-year period (1980 - 1989) examined by this study. Lastly.
Figures 2 through 9 graphically depict the 24-month returns for the two five-year
subperiods.

Two points should be noted when interpreting the trading strategy results. First,
when the trading strategy performs as_expected, the long side will generate positive
returns and the short side will generate negative returns. The hedge return is the long
position return minus the short position return. Consequently, from a hedge return
perspective, negative returns on the short position are viewed as positive returns.
Second, Tables 50 through 52 show the average of the yearly means. For example, in
Table 50, the 24-month market-adjusted hedge return of 3.77% for Model 6 is the
average of the five individual year hedge returns shown in Tables 40 through 44.
Consequently, the reported holding-period results are means of returns to the strategy
over the five years and therefore reflect the average profitability for the strategy on an

annual basis.¥

¥This approach to caiculating the average return is in contrast to using equally-
weighted pooled observations. When equally-weighted pooled observations are used,
each firm-year observation is assigned to the long (short) portfolio. After all
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The discussion of the trading strategy results will address four main issues.
First, an overall assessment of the effectiveness of the trading strategy will be provided.
This will include comparisons between the results of this study and the Ou and Penman
[19892] findings. Second, comparisons between the parsimonious model (Model 3) and
the non-parsimonious model (Model 6) will be made to determine whether the
parsimonious model generated abnormal returns as well as the non-parsimonious model
did. Third, a comparison of market-adjusted versus size-adjusted returns will be
undertaken. Lastly, the extent to which hedge returns are earned over the entire 60-
month holding period will be examined.

Overall, the hedge returns do not indicate that the trading strategy is successful
in every year implemented. In the first five-year subperiod (1980 - 1984) the strategy
worked "well” in only 1980 and 1981. In these years, the long position had positive
returns and the short position had negative returns (see Tables 40 and 41). Both models
generated 24-month market-adjusted (size-adjusted) returns in excess of 20% (10%).*
In contrast, both models had large negative 24-month hedge returns in 1983 and 1984
(see Tables 43 and 44). This was due to the negative returns for the long position. For

example, in 1983, the long position for Model 6 had 24-month market-adjusted returns

observations in the five-year period have been assigned to a portfolio, the mean returns
are calculated using all the observations contained in the portfolio. Such an approach
is not implementable because the total number of observations (i.e., the portfolio
weights) are not known until all observations have been assigned to the portfolios.

To facilitate comparisons across the years examined in this study and with Ou and
Penman [1989a], most of the comments in this discussion are restricted to 24-month
returns.
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of -24.47%. In 1982, the hedge return was positive, bui not as iarge as in 1980 and
1981 (24-month market-adjusted and size-adjusted returns of approximately 5%). The
long position generated positive returns; however, positive returns on the short position
reduced the hedge return (see Table 42).

As noted, within the first five-year subperiod, the strategy performed well in
two years (1980 and 1981) and poorly in two years (1983 and 1984). When averaged,
the five-year subperiod returns are very close to zero as the two negative years offset
the two positive years. For example, the five-year average 24-month size-adjusted
returns are 1.29% for Model 3 and 0.75% for Model 6 (see Table 50 or Figures 4 and
5). In this situation, averaging returns over several years masked the profitability of
the trading strategy on a year-by-year basis.

The trading strategy did not perform well in the second five-year subperiod
(1985 - 1989). The strategy did perform modestly well in 1985 and 1986 with 24-
month market-adjusted hedge returns between 10% and 15% (see Tables 45 and 46).
These are the only years in this five-year subperiod where the strategy performed as
"expected” (i.e., positive returns on the long side and negative returns on the short
side). However, the positive 24-month hedge returns were driven primarily from the
short side. In 1987, 1988, and 1989, the 24-month hedge returns were either negative
or very close to zero (see Tables 47, 48, and 49). In these years, the short position
performed reasonably well; however, the modest performance of the hedge is
attributable to the long position which had negative 24-month market-adjusted returns.

For example, in 1987 Model 3 had negative returns on the short side of -6.77%.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



101

However, the long side had negative 24-month of -9.72% which resulted in a hedge
return of -2.95%. A similar situation was encountered in 1988.

As in the first five-year subperiod, the average 24-month returns over the second
five-year subperiod were only modestly positive (see Table 51). Lastly, as can be seen
in Table 52, the average 24-month returns over the entire ten-year period are close to
zero. This result is due to "good” and "bad" years offsetting each other in some years
as well as several years where the trading strategy generated 24-month returns that were
close to zero.

The potential for the trading strategy to generate positive hedge returns derives
from the following logic: The earnings prediction models correctly predict the sign of
one-year-ahead earnings changes approximately two-thirds of the time. Taking
positions based on this foreknowledge allows the strategy to exploit the fact that there
is a positive correlation between earnings changes and contemporaneous stock price
movements (see Ball and Brown [1968]). The hypothesis, therefore, is that there is an
unexploited link between financial statement variables and abnormal returns due to the
implications the variables have for predicting future earnings. Consequently, the hedge
portfolio, in theory, should earn positive returns as the long position earns positive
returns and the short position earns negative returns.

Empirically, however, this study finds that the hedge portfolio earns large
positive returns in only two years (1980 and 1981) and modest positive returns in three
other years (1982, 1985, and 1986). In the other five years the strategy performed

poorly as 24-month hedge portfolio returns were either negative or close to zero. In
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these years, the poor performance can be attributed mainly to the long side of the
portfolio. In these years the long position had large negative returns after 24 months.
The short position was responsible for poor performance too. Although the short
position generally earned negative returns, they were generally close to zero.
Additionally, the short position had positive 24-month returns in one or two years
(depending on the model and the return metric used).

The overall conclusion of this portion of the study is that the trading strategy is
not successful in five of the ten years implemented. This is in contrast to Ou and
Penman [1989a] who found large positive 24-month market-adjusted hedge returns in
eight of the 11 years examined (1973 - 1983). In two years, negative 24-month hedge
returns were found (due to the long side of the hedge) and in the other year, 24-month
hedge returns were very close to zero. Therefore, on a pooled basis, the Ou and
Penman results indicate the strategy performs well. In contrast, the pooled results of
this study indicate that the strategy does not perform well. Indeed, ten-year average
24-month hedge returns are close to zero. For example, from Table 52 it can be seen
that the ten-year average 24-month hedge returns range from 1.02% to 3.74%,
depending on the model and return metric used. Consequently, based on the results of
this study, it does not appear that the Ou and Penman trading strategy is as robust as
initially believed.

It is interesting to note, however, that this study obtained results that are

qualitatively similar to the Ou and Penman study in the four years covered by both
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studies (1980 - 1983).°' Table 53 compares the results for these four years.” When

making comparisons, it should be noted that the results of the two studies should not
be expected to be the same, due to three reasons. First, the studies used different
earnings prediction models to generate Pr. Second, this study restricted the sample to
firms with December fiscal year-ends whereas the Ou and Penman did not impose this
restriction. Third, this study further restricted the sample to firms that had the required
variables to estimate all of the earnings prediction models estimated in this study. Due
to these reasons, the samples differed considerably between the studies. Nonetheless,
the pattern of returns is similar. For instance, in 1980 and 1981 the strategy worked
well, whereas in 1983 it did not. Given the qualitatively similar results over the
common period, it is possible that, similar to this study, the Ou and Penman models
would perform poorly in the period subsequent to 1983 too.

The poor performance of the trading strategy over the entire ten-year period may
lessen the importance of an in-depth discussion of the relative performance of the two
models within these years. Nonetheless, the two following observations are worth
noting. First, in most years, the results were qualitatively similar between models.

The stepwise model (Model 6) did not dominate the parsimonious model (Model 3) on

'0u and Penman initiated trading strategy positions over an 11-year period from
1973 through 1983. This study initiated trading strategy positions over a ten-year
period, from 1980 through 1989. Thus, the two studies have the four years 1980
through 1983 in common.

*2Ou and Penman only disclose 24-month portfolio returns on a yearly basis in
figures, rather than in tables. Consequently, the returns shown in Table 53 are
estimates based on these figures (see figures 1 and 2 in Ou and Penman [1989a]).
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a consistent basis. This can be seen by comparing the results between models, as
shown in Tables 40 through 52 and in Figures 2 through 9. Second, although the
stepwise model out-performed the parsimonious model in a couple of "good" years, it
performed worse in a couple of "bad” years. For example, in two good years (1980
and 1981), Model 6 generated larger 24-month hedge returns than Model 3. Similarly,
in two bad years (1983 and 1984), Model 6 performed more poorly than Model 3.
Overall, this evidence appears to support the notion that a parsimonious model can
perform aimost as well as a model that contains many more variables. This result is
consistent with the findings of the predictive ability tests conducted.

In addition to market-adjusted returns, size-adjusted returns were also calculated
in this study. The motivation for using size-adjusted returns is the recognition that size
(as measured by market capitalization) helps explain the cross-sectional differences in
realized stock returns (for example, see Banz [1981]). To control for the size effect,
all NYSE and AMEX stocks were assigned to one of ten equal-sized portfolios, based
on a ranking of market value of equity.” The sample firms were then classified into
the portfolio they belong to. Abnormal returns were calculated as the sample firm’s
raw returﬁ minus the return on the equally-weighted portfolio return in which the firm
is a member.

A comparison of market-adjusted and size-adjusted returns supports the finding

that expected returns are related to the size of the firm. From Tables 40 through 52

%In contrast, Ou and Penman [1989a] developed size portfolios using their sample
firms only. Given the smaller sample sizes of this study, it was believed that using all
NYSE and AMEX firms would provide a better control for the size effect.
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it can be seen that the size-adjusted returns are consistently smaller than market-adjusted
returns. However, there is some variation in the extent to which size-adjusted returns
are smaller. For example, in 1985, the 24-month market-adjusted hedge returns for
Models 3 and 6 are 10.71% and 11.86%, respectively. The 24-month size-adjusted
hedge returns for the two models are 3.27% and 1.46%, respectively. Thus, the
performance of the trading strategy in this year is almost totally eliminated by adjusting
for differences in expected returns due to size. In contrast, the trading strategy
performed poorly in 1984, regardless of return metric used. The 24-month market-
adjusted hedge returns are -15.18% and -20.43% for Models 3 and 6, respectively.
The use of size-adjusted returns did not reduce the loss on the hedge portfolio
dramatically: Twenty-four month size-adjusted returns were -14.78 % and -17.02% for
Models 3 and 6, respectively. Overall, the decrease in hedge returns due to the size
adjustment further erodes the performance of the trading strategy over the ten-year
period, especially in the 1985 - 1989 subperiod. This can be seen in Panel B of Figures
4,5, 8, and 9.

The final analysis with respect to the trading strategy is the extent to which
abnormal hedge returns are generated for a period longer than three years. Although
the earnings prediction models were developed to predict one-year-ahead earnings
changes, Ou and Penman [1989b, table 2, p.121] document that their models have some
success in predicting the sign of earnings changes over a three-year period. Therefore,
the occurrence of abnormal returns over a three-year period may be consistent with the

hypothesis that the market does not fully impound the future earnings implications of
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current accounting variables into stock prices. Such a finding, however, is inconsistent
with stock market efficiency. In an efficient market, prices should respond quickly and
unbiasedly to the release of new information. Clearly, an efficient market would not
take three years to impound fully the future earnings information embedded in financial
statements. >

Another view of such a finding is that the research design has not controlled
fully for risk. This view stems from the fact that all studies of market efficiency
involve a joint test of capital market efficiency and a particular model of expected
returns. Therefore, we cannot, with assurance, attribute the results of such studies to
market inefficiency because the findings may be driven by flaws in the model of
expected returns.”

As discussed above, there may be somc disagreementi regarding ithe
interpretation of the "abnormal returns” within the first three-year period. In contrast,
abnormal returns extending beyond a three-year period can be unequivocally attributed
to a failure to control fully for risk. This is because the earnings prediction models
have shown no ability to predict earnings for a period gr